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ABSTRACT 

 

The objective of the research presented in this thesis has been to develop a 

physics-based dislocation density-based numerical framework to simulate microstructure 

evolution in severe plastic deformation (SPD) manufacturing processes for different 

materials. Different mechanisms of microstructure evolution in SPD manufacturing 

processes were investigated and summarized for different materials under dynamic or 

high strain rates over a wide temperature range. Thorough literature reviews were 

performed to clarify discrepancies of the mechanism responsible for the formation of 

nanocrystalline structure in the machined surface layer under both low-temperature and 

high-temperature conditions.  

Under this framework, metallo-thermo-mechanically (MTM) coupled finite 

element (FE) models were developed to predict the microstructure evolution during 

different SPD manufacturing processes. Different material flow stress responses were 

modeled subject to responsible plastic deformation mechanisms. These MTM coupled FE 

models successfully captured the microstructure evolution process for various materials 

subjected to multiple mechanisms.  

Cellular automaton models were developed for SPD manufacturing processes 

under intermediate to high strain rates for the first time to simulate the microstructure 

evolution subjected to discontinuous dynamic recrystallization and thermally driven grain 

growth. The cellular automaton simulations revealed that the recrystallization process 

usually cannot be completed by the end of the plastic deformation under intermediate to 

high strain rates. The completion of the recrystallization process during the cooling stage 

after the plastic deformation process was modeled for the first time for SPD 

manufacturing processes at elevated temperatures.  
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PUBLIC ABSTRACT 

 

The objective of the research presented in this thesis has been to develop a 

physics-based dislocation density-based numerical framework to simulate microstructure 

evolution in severe plastic deformation (SPD) manufacturing processes for different 

materials. Different mechanisms of microstructure evolution in SPD manufacturing 

processes were investigated and summarized for different materials under dynamic or 

high strain rates over a wide temperature range. Thorough literature reviews were 

performed to clarify discrepancies of the mechanism responsible for the formation of 

nanocrystalline structure in the machined surface layer under both low-temperature and 

high-temperature conditions.  

Under this framework, metallo-thermo-mechanically (MTM) coupled finite 

element (FE) models were developed to predict the microstructure evolution during 

different SPD manufacturing processes. Different material flow stress responses were 

modeled subject to responsible plastic deformation mechanisms. These MTM coupled FE 

models successfully captured the microstructure evolution process for various materials 

subjected to multiple mechanisms.  

Cellular automaton models were developed for SPD manufacturing processes 

under intermediate to high strain rates for the first time to simulate the microstructure 

evolution subjected to discontinuous dynamic recrystallization and thermally driven grain 

growth. The cellular automaton simulations revealed that the recrystallization process 

usually cannot be completed by the end of the plastic deformation under intermediate to 

high strain rates. The completion of the recrystallization process during the cooling stage 

after the plastic deformation process was modeled for the first time for SPD 

manufacturing processes at elevated temperatures.  
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CHAPTER 1.  

INTRODUCTION 

1.1 Rationale 

Severe plastic deformation (SPD) usually refers to a group of metalworking 

techniques involving a complex stress state or a very high shear strain under quasi-static 

or low strain rates, e.g., equal channel angular processing (ECAP), high pressure torsion 

(HPT), accumulated roll bonding, and surface mechanical alteration treatment. During 

these processes, microstructures with a high dislocation density are usually formed, 

consisting of equiaxed ultra-fined grains (UFG) with a typical size of less than 500 nm or 

a nanocrystalline structure having a typical size of less than 100 nm [1]. During these 

SPD processes, mechanical deformation, heat transfer, and metallurgy all inherently 

couple together, leading to different states of microstructural alterations, which 

significantly affect the functionality and performance of manufactured products [2–7]. 

This strong coupling effect is often termed as metallo-thermo-mechanical (MTM) 

coupling for manufacturing processes [8–10], as illustrated in Figure 1.1 for a hardened 

steel machining example.  

During the machining processes of hardened steels and other difficult-to-machine 

alloys, machine tools often induce large plastic strains (e.g., a shear strain of ~5-10) 

inside the chip as well as along the machined surface. The chip forms at a high strain rate, 

characteristically on the order of 105 s-1, for typical cutting speeds of 100-300 m/min. A 

high temperature gradient also exists in the cutting zone, characterized by a rapid heating 

rate of 105-106 °C/s and a fast cooling rate of 103-104 °C/s. Because of these complex 

thermomechanical loading conditions, a strong SPD effect coupled with other 
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microstructure evolution mechanisms is induced on the machined surface, affecting final 

surface microstructure attributes and functional performances, including corrosion 

resistance, wear resistance, fatigue resistance, etc.  

 

 

Figure 1.1 Metallo-thermo-mechanical coupling in cutting of steels [11]. 

 

A more comprehensive understanding of the MTM coupling effect will enable the 

process optimization to maintain a desired microstructure and ensure the requisite 

functionality of the component [12]. However, the MTM coupling effect is not well 

understood for ultrasonic welding and hard machining under intermediate strain rates 

(100-102 s-1) or high strain rates (up to 106 s-1), respectively. For these processes, complex 

thermomechanical process loading usually arise at a localized domain during a short time 

duration. Hence, it remains very difficult to experimentally study the MTM coupling 

effect for these manufacturing processes.  
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Predictive manufacturing process models based on numerical simulations have 

been used as an effective approach to gain fundamental insight into complicated material 

behavior during SPD processes. In the past two decades, finite element (FE)-based 

manufacturing process models have been developed to investigate various SPD 

processes, such as metal cutting and forming [13–16]. However, these conventional FE 

models usually focus on the simulation of macroscopic process variables, such as force, 

heat generation, deformation, and geometry. Generally, these state-of-the-art FE models 

lack the capability of (1) coupling mechanical deformation and heat transfer with 

metallurgy and (2) predicting the microstructure evolution during SPD processes.  

Recently, more researchers have been interested in the development of numerical 

models to simulate microstructure evolution during machining processes, using 

phenomenological material models or empirical relationships to determine the final 

microstructural attributes, such as grain size and hardness [17–23]. A common 

shortcoming of these emerging models is that they often require costly calibration or post 

processing using experimental data to correct or improve model accuracy. These existing 

FE-based SPD process models are inadequate to capture the implicit, dynamic, non-

equilibrium nature of SPD processes. Likewise, the process-microstructure relationship is 

not modeled in a coupled manner in existing FE-based cutting simulations as well.  

This research aims to eliminate these deficiencies by tightly coupling high-fidelity 

sub-grid simulations within continuum process simulations to determine the 

microstructure at each process step using local conditions. In particular, the focus of this 

research effort is the development of a dislocation density-based numerical framework to 

predict microstructure evolution during ultrasonic welding and hard machining under 
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intermediate to high strain rates. Multiple microstructure evolution mechanisms, 

including mechanical deformation-induced grain refinement, discontinuous dynamic 

recrystallization, surface nanocrystallization, and white etching layer formation, are 

investigated for different metal alloys under various process conditions. Numerical 

models are developed for these SPD manufacturing processes to simulate the complex 

coupling of thermomechanical loadings and microstructure evolution.  

This research constitutes the first known comprehensive attempt to systematically 

investigate microstructure evolution mechanisms during ultrasonic welding and hard 

machining. The technical focus of predictive relationship development between 

processing parameters, material composition, and resulting microstructure will greatly 

reduce experimental iterations and facilitate the design of experiments for optimal 

microstructure control. This new knowledge will contribute to a better fundamental 

understanding of manufacturing science, improved knowledge-driven manufacturing 

process planning, and more accurate prediction of a component's lifetime.  

 

1.2 Mechanical Deformation-Induced Grain Refinement 

In recent years, mechanical deformation-induced grain refinement has been 

extensively investigated for the manufacture of ultra-fine-grained metals by employing 

SPD processing techniques. Figure 1.2 qualitatively depicts the microstructure evolution 

mechanism subjected to mechanical deformation-induced grain refinement during a 

plane-strain orthogonal cutting process. Figure 1.2a shows equiaxed grains typically 

found in an annealed metal alloy material prior to cutting, which consists of loosely 

tangled dislocation structures. As the cutting process starts, new dislocations are 
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generated to accommodate the plastic strain exerted to this grain structure (Figure 1.2b). 

As the workpiece material enters the primary deformation zone, plastic strains drastically 

increase, and the dislocation cell structures are greatly elongated due to severe straining 

as shown in Figure 1.2c. New dislocations dramatically increase on the cell walls, and 

some are blocked by the subgrain boundaries. As the deformation continues, elongated 

subgrains break up, and are reoriented into ultrafine equiaxed grains as shown in Figure 

1.2d. 

 

Figure 1.2 Schematic for the mechanical deformation-induced grain refinement 

mechanism. Figure is adopted from Ni and Alpas [24]. 

 

As a flexible and controllable SPD method for producing UFG microstructures, 

plane-strain orthogonal cutting has been experimentally studied for various 

polycrystalline metal alloys, such as aluminum alloys [25,26], copper [24,27,28], nickel-

c

Well-developed elongated 
dislocation cell structure 

with dense dislocation walls
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based superalloys [27], steels [27], and commercially pure titanium [29]. In these 

experimental studies, to keep the cutting temperature low and suppress grain dynamic 

recovery, low cutting speeds, for example, 0.01 or 0.05 m/s, were usually applied for 

copper and aluminum alloys in these tests. The large-strain in the chip formation by 

machining has been generally used as a qualitative measure to the grain size change in 

the experimental results. However, experimentally observed relationship between strain 

and grain size in those resultant UFG microstructures usually cannot be simply extended 

to a different process condition or a different material.  

To capture this mechanical deformation-induced grain refinement mechanism, 

dislocation density-based approaches have been applied for constitutive modeling of 

metals to couple the material dynamic response with the microstructure evolution during 

dynamic deformation processes. Estrin et al. [30] and Tóth et al. [31] presented a set of 

differential equations to evaluate the dislocation density evolution rates and applied the 

dislocation density-based material plasticity model for grain refinement prediction in the 

ECAP process of various materials, such as copper [32], aluminum [33] and IF 

(interstitial-free) steel [33,34]. Ding et al. [35,36] have adapted this plasticity model in 

the FE-based numerical analysis for orthogonal cutting. Accurate quantitative predictions 

have been achieved on the grain size and microstructure evolution of metal materials. As 

shown in Figure 1.3, the nucleation of dislocations due to deformation, annihilation of 

dislocations due to dynamic recovery, and interaction of dislocations between the 

dislocation cell interiors and cell walls were evaluated based on the deformation process 

state variables [37]. The dislocation density-based material plasticity model was 

compatible with the material constitutive models developed under various conditions of 
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strain, strain rate, and temperature. Their work was the first quantitative grain refinement 

model available in literature for plane-strain orthogonal cutting of metals to the authors’ 

best knowledge. The dislocation density-based numerical approach was also applied for 

other SPD processes, such as hard turning [38], multi-pass cold rolling [39], and laser 

shock peening [40,41]. Recently, their dislocation density-based approach have been 

adapted by more researchers to predict microstructure evolution during machining of 

aluminum alloys, copper, steels, and titanium alloys [42–48]. A good capability of 

microstructure prediction was achieved using this approach.  

 

 

Figure 1.3 Predicted microstructure evolution in cutting of OFHC Cu. Figure is adopted 

from Ding et al. [35]. 
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The existing dislocation density-based approach mainly focuses on the 

microstructure evolution dominated by dislocation dynamics. The effects of mechanical 

twins during SPD processes are usually not considered in the dislocation density-based 

models. Slip (dislocation) and twinning are the two basic mechanisms of plastic 

deformation. In particular, hexagonal close-packed (HCP) metal alloys are likely to form 

deformation twins when subject to large deformation strain [49–51]. Twinning can play a 

critical role for HCP magnesium (Mg) alloys subjected to SPD processes, particularly at 

low-temperature and high-strain-rate loading conditions. During cryogenic machining of 

Mg alloys, the cutting process temperature remains low due to cryogenic cooling, and a 

high strain rate is produced in the cutting zone due to the high cutting speed. In the 

following sections, the effects of deformation twins of Mg alloys are discussed. 

Two material-dependent factors mainly contribute to the formation of twins for 

Mg alloys: the number of slip systems and stacking fault energy (SFE) [49,50]. Mg has a 

slip plane at {0001} and a slip direction of <1120>, which results in a total of three slip 

systems. Compared with face-centered cubic (FCC) metals such as copper, due to the 

lack of slip systems, Mg usually requires higher driven force or elevated temperature to 

activate the operation of non-basal systems [51]. Comparing with other HCP-structured 

metal alloys with a high SFE, twinning is more pronounced for Mg due to its lower SFE 

in the range of 60-78 mJ/m2.  

The formation of deformation twins can also be facilitated by high strain rates and 

low process temperatures [49–51]. At room temperature, a large amount of twinning 

lamellas are usually observed in Mg at the low strain stage of SPD processes [51,52], or 

in low-strained domain below the machined surface [52–54]. With a dynamic strain rate, 
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an increase of twinning has been observed at both room and elevated temperature 

[52,55]. Watanabe et al. [56] found the deformation of AZ31B Mg alloy at a high strain 

rate about 103 s–1 proceeds by plastic flow of both slip and twinning at the same time 

even at elevated temperatures.  

The transition between slip and twinning during cryogenic machining also needs 

to be investigated. As plastic strain continues to accumulate, instead of deformation 

twinning, prismatic slip is found as the predominant deformation mechanism at room 

temperature with high strain rate greater than 103 s-1 [57–62]. The occurrence of prismatic 

slip maintains intergranular compatibility between deforming grains [57,58]. It also 

carries a large amount of the total strain, especially when basal planes are not favorably 

oriented for slip [57,60,61]. Figure 1.4 qualitatively depicts the microstructure evolution 

mechanism for HCP Mg alloys subjected to both slip and twinning during an SPD 

process. At the early stage of plastic deformation, deformation twins divide an initial 

coarse grain into finer twin lamellas. As the SPD process continues, the accumulated 

plastic strain activates additional dislocation slip systems, such as prismatic plane system 

and pyramidal plane system. These newly formed high-density dislocation arrays 

subdivide the twins into subgrains as shown in Figure 1.4e. Based on the above analysis, 

both twinning and slip response should be accounted for microstructure evolution 

modeling of Mg alloys during cryogenic machining. 
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Figure 1.4 Schematic of the microstructure evolution mechanism for HCP Mg alloys 

subjected to both slip and twinning during an SPD process. Figure is adopted from Sun et 

al. [52]. 

 

In Chapter 3, a thorough literature review of experimental analysis was performed 

to elucidate the complex microstructure evolution mechanisms for the UFG layer 

formation during cryogenic machining of Mg alloys. A physics-based material model was 

developed for the first time to simulate the microstructure evolution during the cryogenic 

machining of Mg alloys by considering both slip and twinning response of the HCP Mg 

alloy.  
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1.3 Dynamic Recrystallization during SPD Processes 

Dynamic recrystallization (DRX) is defined as a replacement process of deformed 

grain structure with newly nucleated and grown grains undergoing deformation [63]. 

DRX is a dominant material microstructure evolution mechanism during a warm or hot 

working process, during which the process temperature is elevated to above 40%~50% of 

the material melting point (0.4-0.5Tm) in Kelvin [64,65]. Dynamic recrystallization can 

occur in a slow and continuous manner for “continuous dynamic recrystallization” 

(cDRX), while “discontinuous dynamic recrystallization” (dDRX) occurs in a fast and 

discontinuous manner to metal alloys, during which nucleation of new grains occurs at 

the deformed grain boundaries and regions depleted of dislocations grow at the expense 

of regions full of dislocations. This research mainly focused on the effects of dDRX on 

microstructure evolution during fast SPD processes.    

Metals that undergo dDRX have been extensively studied by hot working 

experiments under quasi-static and low strain rates conditions [63,66]. During the dDRX 

process, original microstructure will be eventually replaced by the recrystallized grains, 

and a unique flow stress behavior will be observed. As the onset of plastic deformation, 

dislocations are rapidly generated to accommodate the plastic strain, leading to an 

increase of flow stress. This stage is usually referred to the work hardening stage during 

plastic deformation. With the increase of plastic deformation, thermally activated 

dislocation annihilation process usually occurs simultaneously with the dislocation 

nucleation at elevated temperatures. This dislocation annihilation is usually referred to 

dynamic recovery, which decreases the rate of dislocation accumulation. As a result, the 

work hardening rate is decreased as well. When a critical dislocation density is reached, 
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fine equiaxed recrystallization nuclei are usually developed as dislocation-free crystallites 

on the boundary of the elongated dislocation cell structure. These nuclei start to grow by 

means of the long-range migration of boundaries, consuming the strain hardened 

microstructure. The driving force for the growth of such new grains is the stored energy 

associated with the dislocations and sub-boundaries produced during prior straining. 

Hence, these new grains produce softening and further decrease the work hardening rate 

until a clear stress peak is formed eventually. The flow stress then decreases with 

increasing strain until a steady-state level deformation is attained. The steady-state flow 

stress reflects the dynamic equilibrium between strain hardening and strain softening due 

to the formation of new grains and the associated grain boundary migration. Figure 1.5 

depicts the aforementioned flow stress behavior and microstructure evolution mechanism 

subjected to discontinuous dynamic recrystallization. Based on these experimental 

findings, it can be concluded that dDRX is a dynamic progressive microstructure 

evolution process coupled with simultaneous dislocation evolution under the complex 

thermomechanical loadings during SPD processes.  

 

Figure 1.5 Schematic of flow stress behavior and microstructure evolution mechanism 

subjected to discontinuous dynamic recrystallization. Figure is adopted from Quan [67]. 

a b
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Recently, more numerical work starts to emerge to simulate the microstructural 

changes during machining processes, assuming dDRX as the dominant grain refinement 

mechanism [17–23]. Phenomenological material constitutive models, e.g., Johnson-Cook 

(JC) model, have been applied in these finite element-based cutting process simulations, 

during which work materials are subjected to large-strain, high-strain rate, and high-

heating/cooling rate loading conditions. Empirical relationships, e.g., Zener–Hollomon 

equation, were employed to predict the final grain size after cutting. Critical model 

parameters of Zener–Hollomon equation required a large amount of calibration efforts to 

improve or correct the simulation results using measurement data of microstructural 

attributes. The other empirical process-microstructure relationship in the form of Hall–

Petch equation was often employed to predict the final material microhardness. However, 

these empirical correlations of final grain size and microhardness presented in the 

previous researches [17–23] were established based on the calibrations from numerous 

experimental measurements. They generally did not consider the dynamic dislocation 

evolution during dynamic recrystallization subjected to complex thermomechanical 

process loading conditions.  

Yanagimoto et al. [68] developed a kinetic model to simulate the progressive 

dDRX procedure in hot forming by considering the volume fraction of dDRX, XDRX. In 

this kinetics model, the calculation of XDRX was determined using the proces time. 

Multiple alternative equations were developed to improve Yanagimoto’s kinetics model 

by calculating XDRX using true plastic strain [68–74]. This kind of DRX kinetics models 

have been extensively applied in numerous simulation work for hot working processes 
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under quasi-static strain rates in the range of 10-4 ~10-1 s-1. To capture the flow stress 

behavior for work hardening and low-temperature creep, Kocks and Mecking developed 

a phenomenological material constitutive model using dislocation density as a single 

parameter [75,76]. In the most recent year, researchers attempted to simulate the 

dislocation density evolution and DRX procedure during machining operations by 

applying the Kocks-Meching material constitutive model and improved Yanagimoto’s 

DRX kinetics model to finite element cutting process simulation [42–44,47].  

Neither Kocks-Meching model nor improved Yanagimoto’s DRX kinetics model 

is suitable for modeling ultrasonic welding and hard machining under intermediate strain 

rates (100-102 s-1) or high strain rates (up to 106 s-1), respectively. To adapt the Kocks-

Meching model for high strain rate metal cutting process, Liu et al. [44] introduced a 

dislocation drag term to increase the strain rate sensitivity under high strain rates (105 

~106 s-1). However, considerable calibration efforts were still needed to apply this model 

for a different material under a different process condition. Moreover, the DRX kinetics 

model were still not coupled with dislocation density evolution in Liu’s work. The onset 

of DRX in these kinetics models were associated with a phenomenological critical plastic 

strain, rather than a critical dislocation density.  

In Chapter 2, the final bulk work material microstructures are simulated using the 

improved Yanagimoto’s kinetic model of discontinuous dynamic recrystallization during 

ultrasonic welding under intermediate dynamic strain rates and high temperatures. In 

Chapter 5, a new dislocation density-based Cellular Automaton (CA) model was 

developed for the first time to simulate the microstructure evolution of bulk materials 

during the dDRX-dominated ultrasonic welding process. Multiple mechanisms of 
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microstructure evolution were coupled in the CA model including severe plastic 

deformation, dynamic recovery, discontinuous dynamic recrystallization, and thermally 

driven grain growth. 

 

1.4 Nanocrystalline White Etching Layer Formation during SPD Processes 

A surface layer subjected to undesired microstructure changes has been widely 

observed on the high-speed machined surface of difficult-to-machine materials, e.g. 

hardened steels [77–86], Ni-based superalloys [87–96], and Ti-6Al-4V alloy [97–102]. 

This undesirable microstructure is often termed as “white etching layer” (WEL) because 

it appears to be featureless and white when it is viewed under an optical microscope as 

shown in Figure 1.6. The formation of WEL has been a great interest in the past decades. 

Griffiths [103] attributes white layer formation to one or more of the following possible 

mechanisms: (1) rapid heating and quenching, which results in dynamic phase 

transformation, (2) severe plastic deformation, which produces a refined homogeneous 

structure, and (3) surface reaction with the environment, e.g., nitriding. Jawahir et al. [83] 

argued that metallurgical transformation occurs in the chip or on the workpiece machined 

surface due to intense, localized and rapid thermo-mechanical working during hard 

turning. Ramesh et al. [84] suggested that white layers produced by hard turning of 

bearing steel at low-to-moderate cutting speeds are largely due to the grain refinement 

induced by SPD, whereas white layer formation at high cutting speeds is mainly due to 

thermally driven phase transformation. Studies of the drilling of a commercial bearing 

steel (type SUJ2) in a tempered martensitic structure by Todaka et al. [85] showed that 

the white layers formed on the machined surfaces were composed of refined equiaxed 
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nanocrystalline grains. They stipulated that the ultrafine structure layer on the machined 

surface is produced by both thermally- and deformation-driven phase transformations 

together with a large strain gradient and high strain rates. Li et al. [86] showed that both 

cutting parameters and initial workpiece hardness play vital roles in the white layer 

formation. Burns et al. [77,78] have reported that for carbon steels, e.g. AISI 1045 and 

1075 steels, the phase transformation drastically changed the material constitutive 

behaviors at high temperatures. They also indicated that the constitutive models 

developed without the phase change effect are usually not suitable for modeling of 

cutting of steel at high cutting speeds. Hence, the white layer formation in machining of 

steels should be considered as a coupled effect of dynamic phase transformation and 

grain refinement process, although there are still different understandings of the 

mechanism of its formation. 

 

Figure 1.6 Optical micrograph of a white layer in a sectioned and etched surface of BS 

817M40 steel of 52 HRC. Figure is adopted from Barry and Byrne [80]. 

 

During the last decades, researchers have become more interested in numerical 

modeling the development of the white layer formation during hard machining processes 

of steels. However, most of these researches focused on the understanding of dynamic 

White layer



www.manaraa.com

 

17 

phase transformation effects on the white layer formation. Chou and Evans [79] used an 

analytical thermal modeling approach to predict white layer formation due to phase 

transformation in hard turning of AISI 52100 steel workpieces. Shi and Liu [104] 

developed a two-dimensional (2D) FE analysis to simulate orthogonal cutting of 

hardened AISI 52100 steel using ABAQUS, and used the predicted temperature to 

analyze the phase transformation in the chips. Fast re-austenitization and martensitic 

transformation were facilitated by the high temperatures in the secondary shear zone, 

whereas the other parts of the chips retain the original tempered martensitic structure. 

Umbrello et al. [105,106] developed a 2D FE framework to predict white/dark layer 

thickness due to quenching/tempering and surface hardness in orthogonal cutting of 

hardened AISI 52100 steel. Ramesh and Melkote [107] applied a kinetics model of phase 

transformation to 2D FE simulations of orthogonal cutting of hardened AISI 52100 steel 

using ABAQUS. Their simulations attempted to predict the white layer thickness induced 

by the phase transformation due to thermal, stress, and strain effects in a surface layer. 

However, these aforementioned models did not consider the feedback of phase change on 

the material thermal, elastic and constitutive viscoplastic behaviors in cutting.  

Nanocrystalline structures observed in the white layer during machining of 

difficult-to-machine materials have emerged as a research interest in the metal cutting 

research community in the last a few years. Multiple finite element-based cutting process 

models were developed to predict the surface nanocrystallization [19,22,23,47,108–114]. 

These FE cutting simulations assumed dynamic recrystallization was as the driving 

microstructure evolution mechanism to form the nanocrystalline and UFG structures in 

the machined surface. Phenomenological material constitutive models combined with 
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empirical process-microstructure relationships, such as Zener–Hollomon and Hall-Patch 

equations, were often used to predict the final grain size and microhardness. The 

limitations of their modeling approaches are thoroughly discussed in Section 1.3. Due to 

these limitations, the numerical modeling approach based on empirical process-

microstructure relationships are considered inappropriate to model the microstructure 

evolution and white layer formation during hard machining of difficult-to-machine 

materials.  

Buchkremer and Klocke [115] developed a numerical approach based on the 

thermodynamic potential change to predict the nanocrystalline structure formation in the 

machined surface of steel AISI 4140 during orthogonal cutting. The thermodynamic 

potential was determined by plastic work, heat dissipation, heat conduction, grain 

interface energy, and entropy evolution. Based on the irreversibility during the machining 

process, the DRX initiation and kinetics were simulated during the cutting simulation. To 

author’s best knowledge, this modeling work is the first attempt in literature using the 

thermodynamics approach to simulate surface nanocrystallization during machining 

operation. However, this method implemented an empirical relationship, i.e., a critical 

DRX initiation strain calibrated using experimental data, to model DRX kinetics. In 

addition, this method did not consider the dynamic evolution of dislocations under the 

complex thermomechanical process loading conditions.  

Controversies still exist in literature about surface nanocrystallization mechanisms 

during machining processes. Although dynamic recrystallization was considered as the 

microstructure evolution mechanism in all the aforementioned work [19,22,23,47,108–

115], numerous experimental data have shown that dynamic recrystallization is not a 
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major microstructure alteration mechanism for machining of difficult-to-machine metal 

alloys, e.g., Ni-based superalloys [87–96]. These experimental researches indicated that 

the surface nanocrystallization is governed by a combined effect of many mechanisms, 

including thermally driven phase transformation and mechanical refinement due to severe 

plastic deformation.  

More contradicting experimental results have been reported for hard machining of 

steels. With very limited experimental data (slightly coarser structure and several larger 

cells in BS 817M40 steel), Barry and Byrne [80] argued for the possible occurrence of 

DRX, which may have happened to steels at elevated cutting process temperatures due to 

a decrease in the stacking fault energy. They also concluded that conventional 

discontinuous dynamic recrystallization is unlikely to occur in the machined surface 

during rapid machining operations. Li et al. [86,116–118] investigated the surface 

microstructure for a drilled hole in carbon steels. They concluded that the formation of 

nanocrystalline layer in the drilled hole surface should be attributed to a combined effect 

of severe plastic deformation and dynamic phase transformation with a large strain 

gradient and a high strain rate.  

For steels, the formation of nanocrystalline white layers has been achieved in 

many other SPD processes, such as adiabatic shear band formation [119–123], sliding 

wear [124], ultrasonic or air blast shot peening [117,125], sand blasting [126], ball 

milling [127], laser shock peening [128–133], HPT and ECAP [134–138]. These 

experimental researches investigated the nanocrystalline formation over a wide range of 

process loading conditions: strain rate in the range of 10-1-107 s-1, process temperature 

from cryogenic temperature to 80% of the melting point (in Kelvin), and process time 
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duration from tens of microseconds to several hours. No clear evidence of recrystallized 

grains was found in any of these researches to support the occurrence of dynamic 

recrystallization.  

To advance the manufacturing science in nanocrystalline white layer formation 

process, an extensive review was conducted in Chapter 4 to categorize and analyze the 

important experimental data and substantial evidence available in literature. A metallo-

thermo-mechanically coupled framework was developed in this research extending from 

the work of Ding and Shin [11,38] to consider the coupled effects of deformation-driven 

grain refinement and thermally driven dynamic phase transformation on the formation of 

nanocrystalline white layer during machining. Important microstructural attitudes and 

cutting process variables were solved simultaneously using this model.  

 

1.5 Research Objectives  

The primary objective of the research effort as presented herein is the 

development of a dislocation density-based numerical framework to simulate multiple 

microstructure evolution mechanisms during SPD manufacturing processes. Under his 

framework, physics-based MTM coupled process simulations are performed to model the 

complex coupling of thermomechanical loading and microstructure evolution under 

intermediate to high strain rate SPD processes. The specific research tasks conducted are 

summarized as follows: 

 In Chapter 2, a three-dimensional metallo-thermo-mechanically coupled finite 

element model is developed to capture the effect of welding time duration on the 
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microstructure evolution during ultrasonic welding. A phenomenological kinetic 

model of dDRX is implemented to predict welding joint microstructure. 

 In Chapter 3, a physics-based material model is developed to simulate the 

microstructure evolution during cryogenic machining of Mg alloys by considering 

both slip and twinning responses. This material model is employed to simulate the 

enhanced surface integrity of AZ31B Mg alloy by cryogenic machining. 

 In Chapter 4, a new dislocation density-based grain refinement model is 

developed to capture the surface nanocrystallization and white layer formation 

during hard drilling of steels.  

 In Chapter 5, a new dislocation density-based cellular automaton model is 

developed to simulate the microstructure evolution of bulk materials during the 

dDRX-dominated SPD processes. 
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CHAPTER 2.  

DYNAMIC RECRYSTALLIZATION IN ULTRASONIC WELDING 

Ultrasonic welding (UW) of metals is a process characterized by intermediate 

dynamic strain rates (102~103 s-1) [139] and high temperatures (0.4-0.6Tm) [140,141]. 

UW presents a typical example of the microstructure evolution governed by 

discontinuous dynamic recrystallization and grain growth. In this chapter, a three-

dimensional (3D) metallo-thermo-mechanically coupled FE model is developed for the 

first time to capture the effect of welding time duration on microstructure evolution in the 

ultrasonic spot welding of Cu batter tabs. Actual knurl patterns were modeled for the first 

time to simulate the large deformation occurring in the weld zone during ultrasonic spot 

welding. The material constitutive model considers cyclic plasticity, thermal softening, 

and acoustic softening. A phenomenological dynamic recrystallization kinetics model is 

implemented using a post-processing user-defined subroutine to model the microstructure 

evolution governed by dynamic recrystallization in the UW process.  

 

2.1 Experimental Analysis of Microstructure Alterations in Ultrasonic Welding 

Ultrasonic welding has been applied as a practical and efficient solution for 

joining of thin malleable metals such as aluminum, and copper due to the virtues of low 

power consumption, rapid solid-state joining and environment friendliness [142]. In this 

study, the microstructure alterations induced by UW were carefully examined near the 

joint interfaces of two C11000 Cu (99.9% pure) sheets. S.S. Lee et al. [143] conducted 

these ultrasonic spot welding experiments for joining the copper tab-copper bus of 

automotive battery cells using an AmTech Ultraweld® L-20 high power welder with a 
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maximum output electric power of 4 kW. The top and bottom sheets were 0.4 and 1 mm 

in thickness, respectively. The bottom sheet was plated by a thin Ni layer (~3 μm thick). 

The ultrasonic vibration was implemented in the workpiece transverse direction with an 

amplitude of 30 μm at 20 kHz frequency. The clamping force was applied along the 

vertical direction and varied from 40 to 60 psi. Multiple experiments were performed for 

different welding time from 0.2 to 1.0 sec. Different knurl and anvil patterns were applied 

in their experiments. The experimental parameters were given in Table 2.1. 

Table 2.1 Experimental conditions [143]. 

Materials 
C11000 Cu (tab) 

Ni-plated C11000 Cu (bus) 

Coupon thickness (mm) 
0.4 mm (tab) 

1 mm (bus) 

Load (psi) 40, 50, 60 

Vibration amplitude (μm) 30 

Frequency (kHz) 20 

Welding time (sec) 0.2, 0.4 0.6, 0.8, 1.0 

 

The microstructure alterations are shown in Figure 2.1, which were obtained after 

ultrasonic spot welding under a clamping pressure of 50 psi with varying welding time 

durations. The as-received sheets were rolled and annealed before the welding 

experiments, which had strain-free grains for both top and bottom coupons as shown in 

Figure 2.1a. It can be recognized that the material microstructure underwent different 

evolution routes as the welding time increased. For a short welding time of 0.2 sec, a 

great amount of elongated grains can be seen in Figure 2.1b on both side of the joint 

interface. As the welding time increased to 0.4 sec, the elongated grains became 

dissolved, and newly formed strain-free-like fine grains can be seen in Figure 2.1c. 
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Similar microstructure with newly-formed fine grains near the weld interface was also 

observed after a 0.3 sec ultrasonic spot welding of aluminum alloy 6111 under a similar 

ultrasonic loading condition [144]. In Figure 2.1d, fine equiaxed recrystallized grains 

were formed with very clear grain boundaries in most area of the specimen cross-section 

after 0.6 sec welding. As the welding time increased to 0.8-1.0 sec, coarse grains were 

mainly seen in the specimens as shown in Figure 2.1e-f. In addition, a uniform 

microstructure was formed under these two conditions, while the difference across the 

weld interface was obvious for the shorter welding durations. 

 

Figure 2.1 Microstructure after various welding time durations: (a) original 

microstructure before welding; (b) 0.2 sec; (c) 0.4 sec; (d) 0.6 sec; (e) 0.8 sec; (f) 1.0 sec. 

The original images were adopted from S. S. Lee et al. [143]. 
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The grain size was measured separately for the top and bottom coupons using the 

optical micrographs for all the specimens. Figure 2.2 shows the measured average grain 

size from both sides of the weld line. The grain size of the as-received material was also 

measured: finer grains of 7.5 µm were observed in the thinner top coupon, while the 

thicker bottom coupon had a greater grain size of 12.5 µm. Significant grain refinement 

was observed after 0.2 sec welding. After a welding time of 0.4-0.6 sec, the grain size of 

about 10 µm was obtained. As the welding time increased to above 0.8 sec, significant 

grain growth to 30 µm occurred. After welding time of 0.4 sec, a small grain size of 7.6 

µm was measured in the top coupon, while a big grain size of 11.6 µm was found in the 

bottom coupon. However, this difference in grain size between the top and bottom 

coupons started to diminish during grain growth under a longer welding time duration. 

 

 

Figure 2.2 Grain size measurement. 
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Figure 2.3 shows microhardness at different locations on the cross-sectioned of 

weld joints from these experiments. The micro-indentation hardness tests were performed 

on the yellow spots. As labeled in Figure 2.3, valley is denoted as the more plastically 

deformed domain under the tip of the knurling tool, while the peak is the less deformed 

domain. Significant hardness increases can be observed for specimens made from a short 

welding time duration of 0.2 sec, especially at the valleys. As welding time duration 

increased from 0.2 sec to 1 sec, the microhardness at the valleys drastically decreased. It 

became even lower than the original value, when welding time duration increased to 1 

sec. Figure 2.3 also shows the microhardness of weld joint varied at different locations 

due to different plastic deformation. For a short welding time duration (less than 0.4 sec), 

the more deformed valley has a much higher microhardness than that of the peaks. 

However, as the welding time increased, the difference in microhardness between the 

more and less deformed domains was significantly reduced or even diminished. The 

microhardness change was caused by the combined effect of the welding time, severe 

plastic deformation as well as microstructural evolution during ultrasonic welding. 

 

Figure 2.3 Hardness measurement of the joints at different locations with different 

welding durations. 
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2.2 Literature Review of Ultrasonic Welding Process Characterization and Modeling 

Considerable research efforts have been devoted to characterizing the thermal 

field in the weld zone. The thermal contact conductance between thin metal sheets was 

determined as a function of contact pressure [145]. The real-time temperature and heat 

flux change have been measured and monitored near the weld zone using thin-film 

thermocouples [140] and thin-film micro-sensors [141]. Different weld formations were 

studied for various welding time durations from 0.6 sec to 1.5 sec. Based on the history 

of heat flux change rate, Li et al. [141] proposed a bonding mechanism for ultrasonic 

welding consisting of three continuous stages within one operation, which were firstly 

friction heating, then bonding by plastic work, and finally diffusion bonding.   

Ultrasonic loading often leads to a significant softening phenomenon. The 

softening effect during ultrasonic spot welding is considered in two main mechanisms of 

thermal softening and acoustic softening. Thermal softening is attributed to the frictional 

heat generation from the high frequency vibration. The thermal energy is uniformly 

absorbed by the metal material. The acoustic softening contributes more on the flow 

stress reduction. The acoustic energy generated by ultrasonic sonotrode is transmitted to 

the metal and locally absorbed at defected crystal lattice, e.g. vacancies, dislocations and 

grain boundaries [146]. As a result, the activation energy of the dislocation line 

movement is considerably reduced [147]. The increased mobility of dislocations 

drastically attenuates the work-hardening, so flow stress can be extremely reduced.  

Numerical modeling studies have been attempted to model the thermomechanical 

coupling effect during ultrasonic spot welding. Elangovan et al. [148] developed a two-

dimensional finite element model for ultrasonic welding of dissimilar materials. In their 
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model, the effective heat generation terms were adopted from a previous study [149] for 

modeling heat generation due to deformation and friction under ultrasonic vibration. D. 

Lee et al. [150] developed a three-dimensional thermomechanical FE model and used a 

combined explicit/implicit multi-step numerical approach to predict ultrasonic spot 

welding of multi-sheet dissimilar materials (Al and Cu). However, the acoustic softening 

effect on material flow stress under ultrasonic loading was not considered in these 

previous studies. 

The acoustic softening effect in the combined isotropic/kinematic hardening 

model under cyclic loading was considered by a material phenomenological constitutive 

model developed by Siddiq and Ghassemieh [151]. This model was successfully 

implemented in a 3D thermomechanical FE model for an ultrasonic seam welding 

process of Al ally 6061 using a sonotrode with smooth cylindrical surface. The 

temperature-dependent friction coefficient was calibrated and applied to predict the 

frictional heat generation under ultrasonic vibration. Siddiq and Ghassemieh [152] 

applied this numerical approach to model ultrasonic seam welding of Al ally 3003 and 

investigated the effects of various process parameters, such as applied load, ultrasonic 

vibration amplitude, and tool velocity, on weld material response. Siddiq and Sayed [153] 

further proposed a micromechanics-based crystal plasticity model by incorporating the 

phenomenological acoustic softening term  and simulated the ultrasonic assisted 

deformation of both single crystalline and polycrystalline Al materials. With this model 

development, the work material textural change was simulated for ultrasonic 

consolidation at sub-micron scale [154].  
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Different from ultrasonic seam welding using a smooth cylindrical sonotrode, for 

ultrasonic spot welding of battery tabs considered in this study, a sonotrode and an anvil 

with diamond knurl patterns were used to significantly enhance the welding process 

capability. During the process, weld forms from compression and ultrasonic in-plane 

sliding of the diamond knurling tool, which induces severe plastic deformation in the 

work material. Experimental results of ultrasonic spot welding from S. S. Lee et al. [143] 

showed complex coupling effects among mechanical deformation, heat transfer, and 

microstructure change for various welding time durations. Their study revealed the 

material microstructure underwent different evolution routes with varying thermal and 

deformation histories. There is a great challenge in modeling such a metallo-thermo-

mechanical coupled process under ultrasonic vibration. The available numerical 

approaches in literature are not capable to simulate the complex weld formation and 

microstructural evolution for the ultrasonic spot welding process. 

 

2.3 Modeling of DRX and Grain Growth 

A kinetic model was developed to capture the microstructural evolution during a 

warm/hot deformation process. The progress of DRX is characterized as the change of 

the volume fraction of DRX [68]. The DRX kinetic model is defined by [155]: 

𝜀𝑐 = 𝑎2𝜀𝑝         (2-1) 

𝜀𝑝 = 𝑎1𝑑0
𝑛1𝜀̇𝑚1 exp (

𝑄1

𝑅𝑇
)       (2-2) 

𝜀0.5 = 𝑎5𝑑𝑜𝜀̇𝑚5𝑒𝑥𝑝 (
𝑄5

𝑅𝑇
)       (2-3) 
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𝑋𝐷𝑅𝑋 = 1 − exp [−𝛽𝑑 (
𝜀

𝜀0.5
)

𝑘𝑑

]      (2-4) 

where εc is the critical strain for the onset of DRX, εp is the peak stress strain 

corresponding to the maximum flow stress, ε0.5 denotes the strain at 50% recrystallization, 

do is the initial grain size, T is the process temperature in K, and XDRX is the volume 

fraction of DRX. R is the ideal gas constant of 8.314 J/mol∙K. βd, and kd are material 

constants. ai, ni, and mi (i = 1, 2, …, 9) are material constants in each equation, and Qi is a 

modified activation energy.  

During the recrystallization, the averaged grain size (d) after DRX can be 

predicted by a mixture rule: 

𝑑 = 𝑑𝑜 − (𝑑𝑜 − 𝑑𝐷𝑅𝑋)𝑋𝐷𝑅𝑋      (2-5) 

𝑑𝐷𝑅𝑋 = 𝑎8𝑑𝑜𝜀̇𝑚8𝑒𝑥𝑝 (
𝑄8

𝑅𝑇
)      (2-6) 

where dDRX is the predicted grain size after DRX. The initial grain size do was assumed 

uniformly distributed in the coupons. 

As recrystallization completes, grain growth would take place to reduce the grain 

boundary area per unit volume if the temperature is higher than the grain growth starting 

temperature [156]. Grain growth was considered to end as temperature dropped during 

the cooling step. The final grain size due to grain growth, dg, is given by: 

𝑑𝑔 = [𝑑0
𝑚9 + 𝑎9𝑡 ∙ exp (

𝑄9

𝑅𝑇
)]

1/𝑚

     (2-7) 

where t is the time duration for temperature above grain growth starting temperature, 

which also includes the time duration during the cooling stage. The relationship between 
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hardness and average grain size after welding is represented by Hall-Petch equation 

[157]: 

𝐻 = 𝐻𝑜 + 𝑘𝑑−
1

2        (2-8) 

where H is the microhardness of the material, Ho and k are material constants determined 

from the relationship of measured grain size and hardness. All the aforementioned 

material constants were calibrated based on the previously reported experimental results 

[143,158]. These values are listed in Table 2.2. Other necessary mechanical and physical 

properties of copper are given in Table 2.4.  

Table 2.2 Model parameters to predict microstructure evolution and microhardness. 

βd kd a1 n1 m1 a2 Q1 (kJ/mol) 
Q5 

(kJ/mol) 

Q8 

(kJ/mol) 

0.72 4.1 0.0003 1 0.1029 0.81 20.27 15.39  -44.33 

a5 m5 a8 m8 a9 m9 Ho (HV) 
Q9 

(kJ/mol) 
k (HV√𝒎) 

0.0011 0.0781 711.45 0.15 25.29 -0.225 56.1 4.027 0.0487 

 

Table 2.3 Mechanical and Physical Properties for Pure Cu [159]. 

Property Value 

Density (kg/m3) 8890 

Young’s modulus (GPa) 115 

Poisson’s ratio 0.33 

Melting point (°C) 1083 

Thermal conductivity (W/m·°C) 391 

Heat Capacity (J/Kg/°C) 385 

Thermal expansion (µm/m·°C) 17 
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2.4 Flow Stress Modeling under Ultrasonic Loading 

Ultrasonic welding involves high-frequency cyclic loading, thermal effect at the 

interface and ultrasonic effect due to ultrasonic vibration. Therefore, flow stress should 

be expressed in combined effect of all three phenomena. The basic constitutive equations 

for cyclic plasticity model were adopted from uniaxial loading. The total strain is the sum 

of elastic and plastic strain tensor: 

𝜀 = 𝜀𝑒𝑙 + 𝜀𝑝𝑙        (2-9) 

Flow stresses at any step of the simulation are calculated using the elastic stress strain 

relation: 

𝜎 = 𝑫𝒆𝒍𝜀
𝑒𝑙 = 𝑫𝒆𝒍(𝜀 − 𝜀𝑝𝑙)      (2-10) 

where 𝑫𝒆𝒍 is the elasticity tensor. The yield surface is defined by modified Chaboche 

model, which is considered more accurate for cyclic loading condition [160].  

F =  |𝜎 − 𝛼| =  𝜎0 + 𝑅       (2-11) 

where σ0 is initial yield stress, 𝛼 is the term related to back stress tensor due to kinematic 

hardening, and R is the term related to isotropic hardening. The plastic strain during 

deformation process is given by 

𝑑𝜀𝑝𝑙 = 𝑑𝜆
𝜕𝐹

𝜕𝜎
        (2-12) 

where 𝑑𝜆 is plastic multiplier which satisfies the following Kuhn-Tucker type 

consistency conditions. 

𝐹 ≤ 0;  𝑑𝜆 ≥ 0;  𝑑𝜆 ∙ 𝐹 ≅ 0      (2-13) 
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The expansion of yield surface due to isotropic hardening can be expressed as an 

exponential function of accumulated plastic strain [154]: 

𝑅 = 𝑄(1 − 𝑒−𝑏𝜀̅𝑝𝑙
)       (2-14) 

where Q and b are material constants. Q is the maximum change of yield surface due to 

isotropic hardening and b is the rate at which yield surface changes with accumulated 

equivalent plastic strain 𝜀̅𝑝𝑙. For nonlinear kinematic hardening, the rate of back stress 

(𝛼̇) is given by 

𝛼̇ = 𝐶
1

𝜎0
(𝜎 − 𝛼)𝜀̅̇𝑝𝑙 − 𝛾𝛼𝜀̅̇𝑝𝑙      (2-15) 

where C and γ are material constants from cyclic testing. C stands for the kinematic shift 

of yield surface and γ stands for the rate at which saturation value of kinematic hardening 

decreases with increasing plastic strain. 𝜎0 =  𝜎𝑦 + 𝑅, where 𝜎𝑦 is the yield stress for 

zero plastic strain. The back stress can be integrated from Eq. 7 for uniaxial case:  

𝛼 =  
𝐶

𝛾
(1 − 𝑒−𝛾𝜀̅𝑝𝑙

) +  𝛼1𝑒−𝛾𝜀̅𝑝𝑙
      (2-16) 

where 𝛼1 is obtained from stabilized cycle and is given by 𝛼1 =  𝜎1 −  𝜎𝑠 with 𝜎1 is the 

stress at the start of the stabilized cycle and 𝜎𝑠 is the yield stress at stabilized cycle. 

𝜎𝑠 =  
𝜎1+𝜎𝑛

2
        (2-17) 

where 𝜎1 and 𝜎𝑛 are the stress at the start and end of stabilized cycle.  

A phenomenological softening term [(1 − 𝑑𝑢𝐸𝑢)𝑒] dependent upon the ultrasonic 

energy density per unit time has been introduced in the relations of isotropic and 

kinematic hardening terms to demonstrate the ultrasonic softening effect on yield stress 
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[151]. The thermal softening is included in the flow stress model by embedding the 

temperature term of [1 − (
𝑇−𝑇𝑟

𝑇𝑚−𝑇𝑟
)

𝑚

] [161]. By including both thermal softening and 

acoustic softening, the modified equations of isotropic and kinematic hardening are given 

by [154]: 

𝑅𝑢𝑙𝑡𝑟𝑠𝑜𝑛𝑖𝑐 = [𝑄(1 − 𝑒−𝑏𝜀̅𝑝𝑙
)] [1 − (

𝑇−𝑇𝑟

𝑇𝑚−𝑇𝑟
)

𝑚

] [(1 − 𝑑𝑢𝐸𝑢)𝑒]  (2-18) 

𝛼𝑢𝑙𝑡𝑟𝑠𝑜𝑛𝑖𝑐 =  [
𝐶

𝛾
(1 − 𝑒−𝛾𝜀̅𝑝𝑙

) +  𝛼1𝑒−𝛾𝜀̅𝑝𝑙
] [1 − (

𝑇−𝑇𝑟

𝑇𝑚−𝑇𝑟
)

𝑚

] [(1 − 𝑑𝑢𝐸𝑢)𝑒] (2-19) 

where du and e are the material constants related to ultrasonic softening and Eu is the 

ultrasonic energy density per unit time transferred from ultrasonic vibrator to the 

material. The constant values of copper are given in Table 2.4. These values were 

calibrated from experimental work for cyclic loading on copper [162], except the value of 

e was adopted from the previous simulation work for ultrasonic seam welding [151]. Eu 

was adopted as 3. 5 × 105 W/m2 for the top coupon, while a smaller Eu of 8. 1 × 104 

W/m2 was accessed for the bottom coupon subjected to less acoustic softening. The 

bottom coupon was relatively far away from the knurling tool, which was mounted on the 

ultrasonic horn. Based on the literature search and observations in [163], the amplitude of 

ultrasonic vibrations decreased for the bottom coupon. 

 

Table 2.4 Material parameters in the flow stress model [151,162]. 

Q (MPa) b C (MPa) γ m Tm (°C) Tr (°C) du (m2/W) Eu (W/m2) e 

40 11 22300 340 1.09 1083 25 1.3e-6 
3.5e5 for Top 

8.1e4 for Bottom 
2 
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2.5 3D Process Model Development 

2.5.1 Model Setup 

Figure 2.4a shows the 3D modeling configuration in DEFORM 11.0 for the 

ultrasonic spot welding experiment. The typical knurl and anvil pattern designs are 

shown in Figure 2.4b. For the modeled condition, both knurl and anvil had the diamond 

pattern with 4⨯4 knurling tips to treat an area of 5⨯5 mm2. Both knurl and anvil were 

treated as rigid bodies in this model. Clamping force was applied at the back of the 

knurling tools along the vertical direction. The knurl can move along the vertical 

direction, while the anvil was fixed in all the degree of freedoms.  

 

 

Figure 2.4 FE modeling setup for ultrasonic welding: (a) FE configuration; (b) knurl and 

anvil pattern. 

 

Multiple simulations were conducted with varying welding time durations from 

0.2 sec to 1.0 sec. After the welding step simulation, the tools were disengaged from the 

joints and coupons and a cooling step was simulated for the workpiece using a natural 

convection (20 W/m2-K) condition. The modified Chaboche yield criterion was applied 

effectively by defining kinematic and isotropic hardening rule separately. The hardening 

a) Configuration

Knurl

Anvil

Tab

Bus

Clamping force

Ultrasonic vibration

b) knurl & anvil pattern
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rule was specified as kinematic with the back stress defined within the whole coupon 

domain. The sum of isotropic hardening term R and initial yield stress σo was given as 

tabular data in DEFORM, which were calculated from various strains and temperatures. 

Ultrasonic vibration was not directly modeled for the horn in this work to save 

computational cost. When ultrasonic vibration was implemented for the knurling tool, 

computational cost was too high to complete even a very short period of welding process. 

In this study, the effect of ultrasonic vibration was considered as acoustic softening on 

flow stress and frictional heat generation. The acoustic softening effect by ultrasonic 

vibration was modeled as in Section 0. The effect on frictional heat generation was 

considered for both friction coefficient and heat generation.  

During ultrasonic welding, heat generation mainly occurs at the interface between 

the two sheets from both mechanical deformation and friction [148]. Thus, a constant 

surface heat flux was applied in this model at the interface between the top and bottom 

copper sheets. The applied surface heat flux was 18.15 W/mm2 in this model, which was 

calibrated by comparing the simulated temperature histories at different locations to the 

measurement [141]. The friction coefficients between the knurling tools and workpieces 

were considered to be temperature-dependent. The friction coefficient was reported to 

increase with temperature up to a certain temperature then start to decrease [164]. The 

temperature dependency of friction coefficient was given by: 

𝜇 = 𝜇0 (8.485x10−10𝑇4 − 8.842x10−7𝑇3 + 1.969x10−4𝑇2 − 9.762x10−3𝑇 + 1.12)    (2-20) 

where μo equals to 0.39, which is the kinetic friction coefficient at room temperature 

between copper and steel [165]. 
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2.5.2 Subroutine of Microstructure Evolution Model 

To predict the continuous grain growth after ultrasonic welding, a cooling step 

was simulated with a natural convection (18.15 W/m2-K) applied after the welding step. 

For the experiments with longer welding time durations of 0.8 and 1.0 sec, the simulated 

thermal history for both welding and cooling steps was used to predict the final grain size 

due to grain growth. A post-processing user routine programmed in FORTRAN was 

implemented to predict the microstructural evolution and microhardness change as given 

in Section 3.2. Figure 2.5 shows the flow chart of the post-processing user routine. As 

aforementioned, the starting temperature of DRX and grain growth were adopted as 

0.4Tm and 0.5Tm, respectively, i.e., 270 and 406 °C for Cu. If the temperature was higher 

than 406 °C, the grain growth would continue through the cooling step after the welding 

step until the temperature dropped below 406 °C.  
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Figure 2.5 Flowchart for post-processing user routine. 

 

2.6 Results and Discussions 

2.6.1 Weld Geometry and Deformation Field 

Figure 2.6 shows the simulated 3D Von Mises stress distributions on both top and 

bottom coupons at the welding time of 1.0 sec. A 4⨯4 array of indents can be seen in the 

weld zone on the top sheet. The stress in the top sheet was lower than that of the bottom 

sheet. This was resulted from different magnitudes of acoustic softening. More acoustic 

softening was applied in the top sheet because significantly more ultrasonic energy was 

absorbed in the top sheet.  
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Figure 2.6 Effective stress distribution at 1.0 sec ultrasonic welding in: a) top coupon; b) 

bottom coupon. 

 

Figure 2.7 shows the predicted weld joint geometry under various welding time 

durations. The model predictions show more compacted joint with welding time 

increasing. Larger knurling indents were predicted in the top sheets than the bottom 

sheet. These modeling results matched well with the experimental results. Figure 2.8 

further examines the weld thickness from the simulations, which was defined as the 

thinnest distance from the top to bottom surface of the weld as shown in Figure 2.7. The 

model accurately predicted the weld thickness under different welding time duration, 

which reduced from 1.4 mm achieved at 0.2 sec welding duration to about 0.6 mm after 

1.0 sec welding.  
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Figure 2.7 Simulated deformed geometry under different welding durations compared 

with the experimental results in [143]. 

 

 

Figure 2.8 Simulated weld thickness under different welding durations compared with 

experimental measured weld thickness in [143]. 

 

2.6.2 Temperature Prediction 

Simulated temperature distributions are shown in Figure 2.9 for both welding step 

(1.0 sec welding time duration) and cooling step. The weld joint area was predicted to 

have a relative uniform temperature distribution of about 500 °C at the end of 1.0 sec 

welding duration. This average temperature was determined for welding processes with 
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various welding time durations. Figure 2.9b shows the temperature prediction during the 

cooling step with the knurling tools disengaged from the coupons. Figure 2.10 compares 

the simulated temperatures with the experimental measurements undertaken by a welding 

time duration of 0.4 sec [141]. Thermocouples could not be directly applied within the 

weld zone but were attached to the top Cu coupon at about 1.5 mm away from the weld 

zone, denoted as P1 and P2 as can be seen in Figure 2.10. The temperature histories at 

these thermocouple locations were tracked from the simulation result. Under the friction 

heat flux of 18.15 W/mm2, the simulated temperature histories agreed well with the 

experimental measurements for both thermocouple locations. This validated the accuracy 

of temperature prediction in this analysis.    

 

Figure 2.9 Temperature distribution of 1 sec ultrasonic welding simulation: (a) at 1.0 sec; 

(b) during cooling. 
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Figure 2.10 Simulated temperature histories at two locations on the Cu coupon during a 

0.4 sec welding experiment. The temperature measurements were adopted from Li et al. 

[141]. 

 

2.6.3 Microstructure Prediction 

Figure 2.11 shows the simulated microstructural variables in terms of volume 

fraction of DRX, grain size, and microhardness after 1 sec welding and subsequent 

cooling, which were calculated using the post-processing user routine. As shown in 

Figure 2.11a, DRX completed in most area of the top coupon within the weld zone due to 

the more plastic deformation, while DRX only occurred near the anvil indents in the 

bottom coupon due to less deformation. Grain size was determined from the temperature 

history, which was predicted about 34.7 µm in the weld zone and smaller in the 

surrounding area. Accordingly, the microhardness followed the reversed trend of the 

grain size. A low hardness was predicted in the welding zone because of the coarse grains 

and became higher in the surrounding area.   
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Figure 2.11 Microstructure prediction for 1.0 sec welding. 

 

 

2.6.4 Microstructure Evolution Mechanisms  

In ultrasonic welding, the final microstructure is determined by the coupled 

metallo-thermo-mechanical histories. The change of microstructure and microhardness 

highly depends on the process temperature, which is mainly determined by the welding 

time duration. Hence, the microstructural evolution during ultrasonic spot welding can be 

classified into three regimes:  

 Regime I: under a low processing temperature (< 0.4Tm), the work hardening by SPD 

is hypothesized as the major mechanism to govern the material response and 

microstructural evolution. 
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 Regime II: under a medium processing temperature (0.4-0.5 Tm), DRX is the 

dominant mechanism for microstructural evolution. 

 Regime III: under a high processing temperature (> 0.5Tm), DRX and subsequent 

grain growth are the dominant mechanisms for microstructural evolution. As the 

completion of recrystallization, grain growth occurred to reduce the grain boundary 

area, and would continue after the welding process. Eventually, the material would be 

softened and had a uniform coarse-grained structure across the weld interface. 

 

The simulation results of process temperature under different welding conditions 

were shown in Figure 2.12. Figure 2.12a shows the predicted process temperature 

histories for welding time durations of 0.6 and 1.0 sec. It can be seen that the process 

temperature increased very fast during the welding step, and then dropped quickly within 

the first 10 sec of the cooling step. After the welding time duration, a workpiece cooling 

process took place in air, which usually takes more time with a higher process 

temperature. This trend can be seen in Figure 2.12a. For 1.0 sec welding time duration, 

the process temperature was predicted to be above 406 °C (0.5Tm for Cu) for 16 sec, 

during which grain growth occurred. While the temperature increase was only increased 

to about 400 °C under the welding time duration of 0.6 sec, grain growth did not occur 

under that condition. Thus, for 1.0 sec welding time duration, the material microstructure 

underwent the aforementioned three regimes. These stages were highlighted with 

different colors in the zoom-in view in Figure 2.12a  

Figure 2.12b summarizes the predicted process temperatures and microstructural 

evolution regimes under different welding time durations. For the short welding time 
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duration of 0.2 sec, the process temperature did not reach the DRX starting temperature 

(0.4Tm, i.e. 270 °C for Cu), microstructural evolution was governed by SPD. For welding 

time of 0.4-0.6 sec, the process temperatures were in the range of the DRX (0.4-0.5Tm, or 

270-406 °C for Cu), which dominated the microstructural evolution. For welding time of 

0.8 and 1.0 sec, the process temperature exceeded the starting temperature of grain 

growth (0.5Tm, or 406 °C for Cu), and the final grain size was determined by the grain 

growth mechanism. These findings agreed well with the experimental observations on 

microstructural evolution.  

 

 

Figure 2.12 Comparison of the simulated temperature histories and peak temperatures: a) 

Temperature history in both welding and cooling step (welding time of 0.6 and 1.0 sec); 

b) welding time effect on the simulated process temperatures. 

 

2.7 Summary 

A novel metallo-thermo-mechanically coupled 3D FE model was successfully 

developed for ultrasonic spot welding to model both weld formation and microstructural 

evolution. A combined isotropic/kinematic hardening flow stress model with an acoustic 
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softening term was implemented to predict the material response under high-frequency 

ultrasonic vibration. Using a post-processing user routine, a kinetics model was 

implemented to predict the material microstructural evolution governed by DRX and 

grain growth. 

The simulated weld zone geometry agreed well with the experiments. The 

simulations demonstrated that process temperature during ultrasonic welding was highly 

dependent on the welding time duration. For a welding time duration longer than 0.8 sec, 

the weld material experienced three different stages, namely, mechanical deformation, 

dynamic recrystallization, and grain growth. The final distributions of grain size and 

consequential microhardness were predicted based on thermomechanical solution fields 

and agreed well with experimental measurements.  

The simulation results demonstrated that the essential characteristics of the 

deformation field and microstructure evolution during ultrasonic welding are well 

captured in the metallo-thermo-mechanically coupled model. The numerical framework 

developed in this study has been shown to be a powerful tool to optimize ultrasonic 

welding process for its mechanical properties and microstructures. 
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CHAPTER 3.  

ULTRA-FINE GRAIN REFINEMENT DURING CRYOGENIC MACHINING 

The microstructure evolution of Mg alloys has not been well-understood to date 

under high strain rate and low temperatures. Cryogenic machining of metals is 

characterized by high strain rates (>105 s-1) and low temperatures due to cryogenic 

cooling by applying liquid nitrogen spray. In the literature, most prior research 

unpersuasively concludes that formation of an ultra-fine-grained layer during the 

cryogenic machining of Mg alloys is attributable to dynamic recrystallization. This 

chapter presents both a thorough literature review and the results of experimental analysis 

performed to clarify for the first time the complicated microstructure evolution 

mechanism for the formation of UFG layer during cryogenic machining of Mg alloys. A 

physics-based material model is then developed to simulate microstructure evolution 

during cryogenic machining of Mg alloys by considering both slip and twinning 

responses of the HCP Mg alloy for the first time. This material model is implemented in a 

2D FE model to simulate the enhanced surface integrity of AZ31B Mg alloy subjected to 

cryogenic machining. 

 

3.1 Experimental Analysis of Microstructure Alterations in Cryogenic Machining 

The microstructure alterations induced by cryogenic machining is carefully 

examined for the HCP structured AZ31B Mg alloy in this study. Pu et al. [53] carried out 

these orthogonal cutting experiments using uncoated C-2 carbide tool inserts. The rake 

and clearance angle were -7° and 7°, respectively. The geometry of the tool insert is 

TNMG 432. The parameters of the grooves are: groove width, 1.84 mm; land length, 
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0.135 mm; groove radius, 1.068 mm; backwall height, 0.042 mm. Two different edge 

radii of tool inserts (re) were used in the experiments: 30 µm and 70 µm. When the 

cryogenic cooling was applied, an Air Products ICEFLY® system was used to inject 

liquid nitrogen to the machined surface from the clearance side of the cutting tool. The 

temperature of the AZ31B Mg alloy discs during machining was measured by an infrared 

(IR) camera. The effect of cryogenic cooling was investigated by performing the 

orthogonal cutting tests with or without the cryogenic cooling, i.e. cryogenic machining 

or dry machining. A constant cutting speed of 100 m/min and a feed of 0.1 mm/rev were 

used for all the test conditions. Table 3.1 listed all the experimental conditions. 

  

Table 3.1 Orthogonal cutting tests for AZ31B Mg Alloy [53]. 

Tests 
Cooling 

Method 

Edge 

radius, 

re (µm) 

Cutting 

speed, vc 

(m/min) 

Feed, f 

(mm/rev) 

Max surface 

temperature, 

Tmax (°C) 

UFG layer 

thickness, 

tUFG (μm) 

Dry-Re30 - 30 100 0.1 125 < 3 

Cryo-Re30 Cryogenic 30 100 0.1 52 10-14 

Dry-Re70 - 70 100 0.1 - 12-18 

Cryo-Re70 Cryogenic 70 100 0.1 71 15-23 

 

 

Some of the critical experimental results were summarized in Table 3.1. For dry 

machining with an edge radius of 30 µm, the maximum machined surface temperature, 

Tmax, was found to be 125 °C, while a significant decrease in Tmax was obtained by 

cryogenic cooling. In the cryogenic condition Cryo-Re30 using the same cutting process 

parameters, Tmax dropped from 125 °C to 52 °C by 60%. Using a larger tool cutting edge 
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radius of 70 µm, Tmax slightly increased due to more plastic deformation, but it was still 

as low as 71 °C under cryogenic cooling. Thus, the cooling effect of the application of 

cryogenic coolant was very significant. In Table 3.1, the UFG surface layers were also 

observed in the machined surface due to the SPD effect under cryogenic cooling. With 

the edge radius of 30 µm, the thickness of UFG layer was about 10-14 µm under 

cryogenic cooling, while the UFG layer can be barely seen without the cryogenic coolant. 

Due to the enhanced SPD effect using a larger edge radius of 70 µm, the thickness of 

UFG layer in cryogenic machining even increased by 50-65% from that of Cryo-Re30. 

Some of the critical experimental results were summarized in Table 3.1. For dry 

machining with an edge radius of 30 µm, the maximum machined surface temperature, 

Tmax, was found to be 125 °C, while a significant decrease in Tmax was obtained by 

cryogenic cooling. In the cryogenic condition Cryo-Re30 using the same cutting process 

parameters, Tmax dropped from 125 °C to 52 °C by 60%. Using a larger tool cutting edge 

radius of 70 µm, Tmax slightly increased due to more plastic deformation, but it was still 

as low as 71 °C under cryogenic cooling. Thus, the cooling effect of the application of 

cryogenic coolant was very significant. In Table 3.1, the UFG surface layers were also 

observed in the machined surface due to the SPD effect under cryogenic cooling. With 

the edge radius of 30 µm, the thickness of UFG layer was about 10-14 µm under 

cryogenic cooling, while the UFG layer can be barely seen without the cryogenic coolant. 

Due to the enhanced SPD effect using a larger edge radius of 70 µm, the thickness of 

UFG layer in cryogenic machining even increased by 50-65% from that of Cryo-Re30. 

Figure 3.1 shows a typical example of microstructure below the machined surface 

(Figure 3.1a-c) and in the chip (Figure 3.1d) created with a cryogenic machining 
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condition Cryo-Re70. The effect of grain refinement near the machined surface compared 

with the unaffected area was well characterized by the optical microscope in Figure 3.1a. 

A featureless microstructure of ultra-fine grains can be seen in the topmost layer of about 

20 µm in thickness below the machined surface. Below the UFG layer, grain structure 

was sheared to some extent but quickly recovered to the unaffected microstructure of the 

bulk material with clear grain boundaries. However, a large amount of twinning lamellas 

can be found within these coarse grains, located 20 µm below the surface corresponding 

to a domain not severely strained. Twinning lamellas were observed in the less strained 

areas for all the other experiment conditions as well. Figure 3.1b shows a scanning 

electron microscopy (SEM) micrograph (5,000x) of the UFG microstructure, which is a 

zoom-in view of the location boxed in Figure 3.1a and shows no obvious grain 

boundaries. Below the UFG layer, grains were strained and elongated along the cutting 

direction. To examine the microstructure more closely, an area about 2 µm in width 

within the UFG layer was studied using atomic force microscopy (AFM) as can be seen 

in Figure 3.1c. Ultrafine grains of 30-60 nm are revealed in this micrograph, which 

indicates that a machined surface of nanocrystalline grain structure was achieved by 

cryogenic machining. Comparison of the grain refinement data in Figure 3.1shows that 

cryogenic machining using a large edge radius tool induces a thicker UFG layer with 

nanocrystalline grains than dry machining. Grain refinement to a nanocrystalline grain 

structure enhances the functional performance of the components such as fatigue life and 

wear/corrosion resistance. The microstructural alteration inside the serrated chip was also 

studied as shown in Figure 3.1d.  A noticeable thick UFG layer was found near the tool-

chip interface, which has a UFG layer thickness comparable to that on the machined 
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surface. Coarse grains with clear grain boundaries remained in the interior of the chip 

sawtooth. These structures inside the chip correspond to the less strained area between 

two shear bands during the formation of serrated chip during cutting.  

 

 

Figure 3.1 Microstructure in the machined surface and chip produced in cryogenic 

machining: (a) optical microscopy, (b) SEM micrograph, (c) AFM image of machined 

surface; and (d) optical micrograph of chip, where the raw images were adopted from Pu 

el al. [53]. 

 

3.2 Review of Surface Microstructure Alteration in Cryogenic Machining and Modeling 

Cryogenic machining firstly has been considered as an eco-friendly and pollution-

free machining technology of difficult-to-machine materials, in order to significantly 
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increase the tool life and reduce tool wear due to the reduction of tool-tip temperature 

[166,167]. With further studies of this process, the improved surface integrity has been 

found in the machined surface of Inconel 718, AISI 4140 and 52100 steel [168–170]. 

During cryogenic machining, a UFG surface layer is often formed in the machined 

surface with the increase of surface hardness and compressive residual stresses due to the 

severe plastic deformation. Recently, cryogenic machining has also been conducted on 

AZ31B Mg alloy to improve the machined surface integrity of mechanical components 

made by this material [21]. Pu et al. [53] unveiled the significant effect of cryogenic 

cooling on the surface integrity in the machined surface of AZ31B Mg alloy, in terms of 

better surface finish, the formation of UFG surface layer, increased microhardness and 

compressive residual stress. These attributes are critical for the performance on corrosion 

resistance of Mg alloys [171–174]. These past researches indicated that the optimum 

surface integrity for Mg alloy components can be achieved by cryogenic machining. 

Hence, accurate process simulations are critically needed to understand the cryogenic 

machining process, determine the optimum process conditions, and to achieve the most 

desirable surface integrity characteristics. 

FE analysis have been performed for cryogenic machining of AZ31B Mg alloys 

to predict the residual stress in the machined surface layer [21]. Phenomenological 

material constitutive models, such as Johnson-Cook (JC) model, have been mostly used 

to model the flow stress during FE machining simulation. The Zener-Hollomon 

parameter-based empirical relationship was calibrated using the experimentally measured 

grain size. Then, it was embedded in a 2D FE analysis to simulate the change of grain 

size during turning of AA7075-T651 Alloy with cutting speed of 180-720 m/min [17,18], 
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Inconel 718 alloy [19], AZ31B Mg alloy [20], and AISI 52100 steel [22]. However, the 

predominant twinning response of Mg alloys was rarely accounted in numerical analysis 

of machining and other SPD processes. Also, the existing models are not capable to 

model the complicated microstructure alterations during cryogenic machining of AZ31B 

Mg alloy. 

Due to the poor formability of Mg alloys, the conventional microstructural 

analysis of Mg alloys focused on the hot working processes at elevated temperatures 

above 200 °C and low/quasi-static strain rates [175,176]. Drastic work hardening can be 

usually observed firstly, while dynamic recovery was relatively slow. With the increase 

of true strain, sufficient strain energy was stored to enable dynamic recrystallization due 

to deformation. The onset of DRX, even the potential subsequent grain growth, provided 

a softening mechanism after a certain level of strain and resulted in a significant drop of 

the flow stress to a steady-state level.  

However, the microstructure evolution of Mg alloys has not been well-understood 

under cold working conditions under high strain rate. Microstructural analyses in 

mechanical testing have shown different microstructure evolution routes for Mg alloys 

under these conditions. Ulacia et al. [55] characterized the microstructural evolution 

under a series of tensile tests over wide range of strain rates (10-3-1.5×103 s-1) and 

temperatures (20-400 °C). For high strain rates in their experiments (5×102-1.5×103 s-1), 

the conventional DRX was not observed at any temperature. When temperature was 

greater than 250 °C, only a small amount of recrystallized grains can be observed [57]. 

These small amount of recrystallized grains were suggested to be the result of an 

increasing contribution of rotational recrystallization mechanism in the recrystallized 
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grains due to the limited time for diffusion [55,57]. Li et al. [177] also found the strain 

softening due to DRX did not occur in the tensile testing of AZ31B Mg alloy at 50-150 

°C with strain rates lower than 0.1 s-1.   

Thus, significantly different stress-strain behaviors have been observed for Mg 

alloy under cryogenic conditions. Giraud et al. [178] conducted dynamic shear tests on 4 

mm thick disks of this alloy using a Gleeble machine below 0 °C. These tests were 

performed at temperatures ranging from -25 °C to 400 °C and strain rates ranging from 

10 s-1 to 5×104 s-1. Their results show that for strain rates less than or equal to 4×103 s-1, 

the mechanical behaviors for temperatures less than 200 °C differed from those obtained 

at over 200 °C. When the temperature was lower than 200 °C, the alloy deformed by slip 

and twinning, stress was not sensitive to strain rate, and the softening behavior due to 

DRX did not occur. When the temperature was higher than 200°C, the alloy exhibited a 

softening behavior due to dynamic recrystallization, and stress was found to be sensitive 

to strain rate. However, when strain rate increases to 5×104 s-1, the alloy does not exhibit 

any softening behavior through the whole temperature range from -25 °C to 400 °C. 

Under such high-strain rate conditions, the time duration during plastic deformation was 

considered to be significantly shorter than what is required for DRX to occur and develop 

even at elevated temperatures [55,56].  

 

3.3 Material Constitutive Modeling 

As aforementioned, the plastic deformation and microstructure evolution of Mg 

alloys is governed by different mechanisms at different stage of plastic deformation, i.e. 

twinning and slip. Moreover, process conditions, e.g. strain rate and temperature, also 
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significantly affect the mechanism of microstructure evolution. Hence, a comprehensive 

material model is required to consider all the mechanisms.  

Twinning is usually observed in the early stage of the plastic deformation, and 

facilitated by the high strain rate and low temperature. To capture the material twinning 

response, Mayer et al. developed constitutive models to capture the flow stress behavior 

of different materials with different crystal structures, taking both twinning and slip 

response accounted [49,50]. For HCP material, the flow stress when twinning is 

dominant can be represented as [50]: 

0.5

0T T Tk d                                          (3-1) 

where σT0 and kT are the athermal portion of the twinning stress and Hall-Petch (HP) 

slope for twinning, respectively. These material parameters were determined by Barnett 

et al. [179], where kT is a constant of 9.5 MPa-mm1/2 and σT0 (MPa) can be fitted as: 

4 2 2

0 3.326 10 4.026 10 41.61, 200            T T T for C T C  (3-2) 

In this model, twinning response is applied when the twinning stress of σT becomes less 

than or equal to the slip stress of σS [49,50]. Otherwise, the slip response dominates.  

The slip response also plays an important role after the early stage of the plastic 

deformation. The slip constitutive response can be calculated with a dislocation density-

based material constitutive model developed by authors. In this model, a dislocation cell 

structure is assumed to form during deformation, which consists of two parts, dislocation 

cell walls and cell interiors. The dislocation cell structure obeys a rule of mixtures. The 

following describes the dislocation density evolution rates in cell interiors and cell walls, 

respectively:    
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where the cell interior dislocation density is defined as ρc, and the dislocation density on 

the cell walls is defined as ρw, which is a sum of statistical dislocations and geometrically 

necessary dislocations. The first terms on the right side correspond to the generation of 

dislocations due to the activation of Frank–Read sources. The second terms denote the 

transfer of cell interior dislocations to cell walls where they are woven in. The last terms 

in each of the evolution equations represent the annihilation of dislocations leading to 

dynamic recovery in the course of straining. The dynamic coefficients of dislocation 

generation (α*), interaction between the cell walls and interiors (β*), and dislocation 

annihilation (ko) are dislocation evolution rate control parameters for the material. n is a 

temperature sensitivity parameter, f is the volume fraction of the dislocation cell wall, b is 

the magnitude of the Burgers vector of the material, d is the dislocation cell size, &
r

w and 

&r

c  are the resolved shear strain rates for the cell walls and interiors, respectively, and &o
 

is the reference resolved shear strain rate.  It is assumed that the resolved shear strain rate 

across the cell walls and cell interiors are equal, i.e.    & & &r r r

w c , which satisfies the strain 

compatibility along the interface between interiors and boundaries. The resolved shear 

strain rate &
r
 can be calculated by the von Mises strain rate ε̇ by using  & &r M , where 

M is the Taylor factor. 
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where G is the shear modulus and m is the strain rate sensitivity of the material. Volume 

fraction f of the dislocation cell wall, total dislocation density ρtot are given as follows: 
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%       (3-8) 

(1 )tot w cf f           (3-9) 

where f0 and f  are the initial and saturation volume fractions of  cell walls, respectively.  

As aforementioned, the prismatic slip is the predominant deformation mechanism 

after the early stage of the plastic deformation at high strain rate and low temperature. In 

addition, from the microstructure characterization analysis based on Fig. 1, the significant 

grain refinement occurred within the largely strained top layer. Thus, the grain refinement 

in this domain can be modeled based on the dislocation density-based grain refinement 

mechanism. The dislocation cell size, d, is given as: 

tot

K
d


         (3-10) 

where K is a material constant and adopted to be 40 in this study based on the 

experimental measurement of grain structure generated by the cryogenic machining of 

AZ31B Mg alloy [53].  

The strengthening of material is characterized by the microhardness change (Δh, 

in GPa), which can be predicted based on the dislocation density evolution due to SPD 

[40,180]. It is given as  

h t o toth k M Gb         (3-11) 
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where kh is a constant slope of 1.5 [179], αo is a constant of 0.25 [34], and G is the shear 

modulus.  

To determine the other material model parameters, which are unknown in 

literature for this material, the dislocation density-based material plasticity model was 

programmed in MATLAB to solve Eqs. 3.3-11 and the stress-strain curves were 

simulated at different temperatures and strain rates.  The dislocation density evolution 

rate control parameters, α*, β*, and ko were determined by calibrating the model using 

the material flow stress experimental data in literature [178,181]. With adapting tunable 

parameters (α*, β*, and ko) starting from certain initial values, a global minimum in the 

parameter space was achieved by comparing experimental and calculated data.  The 

optimized material parameters of the dislocation density-based material plasticity model 

should be able to replicate the stress-strain curves obtained by the material mechanical 

tests.  Flow stress data for Mg alloy AZ31B under the shear tests [178], tensile tests 

[181], and tensile split Hopkinson bar tests [181] were obtained over a large range of 

strain rates, from 0.003s-1 to 1,500 s-1, and the temperature range from room temperature 

to 300 °C, which covers the ranges of temperatures in this cryogenic machining study. 

The temperature sensitivity coefficients, m and n, were determined to be temperature-

dependent as follows [182]: 


A

m
T

         (3-12) 


B

n
T

         (3-13) 

The dislocation density model parameters are given in Table 3.2. The dislocation 

density-based material plasticity model predicts the stress-strain relationships at different 
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temperatures and strain rates and the simulation results are compared with the 

experimental data as shown in Figure 3.2. The high strain rate experimental data was 

collected using a tensile split Hopkinson bar (TSHB) apparatus. Elevated temperature 

experiments (up to 300°C) were performed at high strain rates using a radiative furnace 

mounted on the TSHB apparatus [181]. As can be seen in Figure 3.3, the identified model 

parameters have been proved accurate enough to replicate the stress-strain relationships 

obtained under the material mechanical tests at different temperatures and strain rates, 

which validates the dislocation density-based material plasticity model for Mg alloy 

AZ31B. Although Mg alloy sheets prepared by the rolling process show strong 

anisotropic behaviors, the isotropic constitutive model was considered in this study 

because the anisotropy diminished when the strain rate is greater than 1,000 s-1 [57]. The 

material mechanical and thermal properties of Mg alloy AZ31B used in the models are 

given in Table 3.3.   

Table 3.2 Dislocation density-model constants for Magnesium AZ31B. 

Dislocation rate 

control 

Temperature 

sensitivity 
control 

Process constants Initial values 

𝛼∗ 𝛽∗ ko 
A 

(K-1) 

B 

(K-1) 
𝛾̇𝑜 𝑓𝑜 𝑓∞ K M 𝛾̃𝑟 

𝜌𝑤 
(m-2) 

𝜌𝑐 
(m-2) 

b 

(nm) 
α 

0.05 0.035 7-11 5E4 1.5E4 1.5E4 0.25 0.07 4 3.06 3.2 1E12 1E11 0.3196 0.25 

 

 

Table 3.3 Material physical properties of AZ31B [51,183]. 

E 

(GPa) 

G 

(GPa) 
ν 

b 

(nm) 

ρ 

(kg/m3) 

Tm 

(°C) 

α 

(10-6/°C) 

kc 

(W/m·°C) 

cp 

(J/kg·°C) 

45 17 0.35 0.3196 1780 618 24.8 103.21+0.096×T 1181.8+0.666×T 

Note: all the temperatures in this study are in Celsius.  
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Figure 3.2 Dislocation density-based plasticity model predictions for Mg Alloy AZ31B 

compared with flow stress measurement under various conditions from Ref. [181]. 

 

3.4 Process Modeling  

3.4.1 Model Setup 

The FE simulations of the cryogenic machining process were performed with a 

commercial machining simulation software package AdvantEdge™ 6.4. The material 

constitutive model considering the microstructural evolution was implemented using the 

user-defined subroutines. Figure 3.3 illustrates the modeling configuration developed in 

AdvantEdge™ 6.4. A 4-mm cut was simulated to ensure that chip morphology and all 

solution fields reach a steady state. 

Advanced features of residual stress and multi-pass analysis in AdvantEdge™ 

were implemented in this model. This residual stress technique implements post-cut 

analysis, i.e. the relaxation step, after a single pass or multi-pass cutting simulation is 
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done. During the relaxation step, the heat is dissipated, the stress fluctuations die out, and 

then a final state of stress in the workpiece is computed [38]. To predict the residual 

stresses and microstructural attributes on machined surface accurately, a very fine mesh 

was generated below the machined surface and in the shear zone, which uses a fully-

automatic adaptive remeshing algorithm during the cutting simulation. A depth of mesh 

refinement (dfm) was specified in the simulation setting to determine the thickness of fine 

mesh domain below the machined surface. Due to the computation cost, dfm was specified 

as 0.3 mm which is sufficient for a depth of cut 0.1 mm in the cutting experiments, with a 

minimum element size constrained as 5 µm. After cutting pass finished, the chip will be 

automatically removed, followed by thermo-mechanical relaxation of the workpiece. The 

maximum number of cutting passes was limited to two for a multi-pass residual stress 

analysis. Two-pass cutting simulation was considered necessary to predict the final 

surface integrity accurately, because the final machined surface was produced after 

multiple cuts experiments. All the solution fields including residual stress, hardness and 

microstructural attributes were simulated simultaneously in the machined surface with the 

fine mesh after multiple cuts.   

 

Figure 3.3 The configuration of cryogenic machining simulation in AdvantEdge™. 
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The chip formation was simulated in AdvantEdge™ without using any artificial 

chip separation criterion. Since the chips of AZ31B Mg alloy under all the tested 

conditions were serrated, it was necessary to simulate the chip serration process in the FE 

model in order to accurately predict the cutting force, stress, and process temperature. A 

modified material flow stress model reported by Calamaz et al. [184] was adopted to 

simulate serrated chips by incorporating flow stress softening effects. The critical strain 

was adopted as 0.5 reported by Calamaz et al. [184], and the flow stress drop was 

calibrated as 70% by comparing the simulated sawtooth chip to those from experiments.  

The cutting tool inserts were modeled by importing the script with dimensions to 

the custom tool editor in AdvantEdge™. The thermo-mechanical properties of tool 

material were adopted from the default properties of provided in the tool material library 

of AdvantEdge™. The frictional coefficient at the tool-chip interface was 0.7, which was 

adopted from a previous study of frictional behavior [20,185]. The initial residual stress 

distribution induced by the sample preparation process of milling was implemented in a 

text script file by AdvantEdge™ solver. The values were adopted from Pu et al. [53] for 

all conditions.  

A focused coolant was defined within an area covering the right boundary of tool 

and the clearance between tool relief face and the machined surface as shown in Figure 

3.3. Since the coolant was focused sprayed into the clearance, the heat transfer within this 

domain was considered as an internal turbulent flow. The convective coefficient was 

firstly evaluated with Dittus-Boelter equation based on the material properties of liquid 
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nitrogen and related process parameters listed in Table 3.4 [186]. Then, it was finally 

adjusted to 5x105 W/m2·°C using multiple simulations.  

 

Table 3.4 Coolant parameters and physical properties of liquid Nitrogen [187]. 

Property Value 

Density (kg/m3) 808 

Dynamic viscosity (mPa-s) 15.8 

Thermal conductivity (W/m·°C) 1.38 

Specific heat (J/kg·°C) 2042 

Spray rate (kg/min) 0.6 

Nozzle diameter (mm) 3 

Spray velocity (m/min) 105.05 

 

3.4.2 Material Subroutines 

A User-Defined Yield Surface (UDYS) material plasticity model was developed 

for AZ31B Mg alloy with FORTRAN in AdvantEdge™. The constitutive model consisted 

of subroutines of the dislocation density-based slip response in companion with the 

twinning response, as well as the grain refinement mechanism.  

Figure 3.4 shows the algorithm flowchart of the UDYS subroutine used in the 

simulation. In the beginning of the simulation, the model parameters and initial values of 

internal state variables were initialized with an input script. During the simulation, the 

material subroutines were called at each nodule within the workpiece and chip domain to 

update all internal state variables and solution fields. The constitutive plasticity model 

defined before in Section 3.3 was implemented to determine the twinning-slip transition 

by comparing the calculated slip stress with twinning stress. The chip formation and 
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solution fields would be simulated with the updated material flow stress and thermal 

properties.  

Based on the previous analysis on the plastic deformation mechanism, the 

material can be classified into three states: slip predominant, twinning predominant, and 

resolved twinning. The resolved twinning, as previously discussed, is considered as the 

material with twinning predominant at the early stage of plastic deformation, but finally 

governed by significant prismatic slip. Thus, a deformation mechanism index Mindex (0, 1, 

or 2) was defined to identify the current material state with different deformation 

mechanisms at each nodule in each time step. The indexes of 0, 1, and 2 are defined as 

slip, twinning, and resolved twinning, respectively. When slip response was firstly 

determined to be predominant and equivalent plastic strain was further increased to above 

a critical strain, the deformation mechanism index would be set to 2. The critical strain εr 

of 0.15 was assumed in this model [178]. The nodules carrying the index of 1 by the end 

of the simulation would represent the domain with a large amount of twinning structures 

remained below the machined surface after the whole cutting process was done.  

The dislocation-based grain refinement model is solved over the whole workpiece 

and chip domain, in the sequence of deformation solution dependent model parameters, 

dislocation density evolution rate, dislocation density, microhardness change, and grain 

size. However, the grain size was only to be calculated and updated at the domain with 

the Mindex as 2 (predominant slip response by prismatic slip, greater strain with twinning 

structure resolved). After the current time step, values of dislocation density, grain size 

and other internal state variables would be saved for next time step.  
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Figure 3.4 Flowchart of the material subroutines in AdvantEdge™. 
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3.4.3 Two-Pass Simulations 

Figure 3.5 shows the schematic of a multi-pass (2-pass) residual stress analysis 

with AdvantEdge™. When the simulation started, the workpiece was initially meshed 

with coarse elements as can be seen in Figure 3.5a. As the tool started to contact the 

workpiece during the 1st cutting pass simulation, a fine mesh was generated by the 

adaptive remeshing algorithm from the initial coarse mesh within the depth of mesh 

refinement dfm. The fine mesh layer kept growing as the tool advanced. As the 1st pass 

simulation completed, such a fine mesh was generated along the whole cutting distance, 

and the chip would be removed for the relaxation step. The simulation results would be 

then carried over to the 2nd cutting pass simulation. During the 2nd cutting pass 

simulation, the fine mesh from the previous cut was maintained through the whole cutting 

distance, with one additional depth-of-cut (0.1 mm) layer of dynamic remeshing moving 

as the tool advanced as shown in Figure 3.5b. The final machined surface with chip 

removed after the relaxation steps was also illustrate in Figure 3.5b. Figure 3.5c shows 

the adaptive remeshing and solution mapping in the chip formation. The mesh was fine 

inside the shear zone during the chip formation. However, as the sawtooth chip fully 

formed, the mesh inside the chip became coarser to reduce the computation cost. A 

solution mapping algorithm was used to map the solution of the state variable fields from 

a fine mesh to coarse mesh. As demonstrated in Figure 3.5c, result of solution mapping to 

a coarse mesh lost its high fidelity achieved at a fine mesh to some extent. Hence extra 

care should be taken when considering the deformation or microstructural attribute 

distribution inside the chip.    
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To investigate the effect of multiple passes on the simulation results on surface 

integrity, steady-state profiles of shear strain, total dislocation density, grain size, and 

hardness change were extracted from five paths along the depth from machined surface 

as shown in Figure 3.5b. Since the simulations reached steady state after about 15% of 

the total cutting length, five extraction paths were defined at 90%, 75%, 60%, 45%, and 

30% of the total cutting length, respectively.  The average of these profiles is discussed 

for one-pass and two-pass simulations. Figure 3.6 shows the comparison of profiles of 

equivalent plastic strain, total dislocation density, grain size, and hardness change, which 

were obtained from a single pass and a two-pass simulation after stress relaxation for the 

cutting condition Dry-Re70.  All the simulation results after two-pass simulation are very 

close to those from one-pass simulation. The peak values of these state variables are 

almost the same and the variation in these profiles are very small. These comparisons 

proved that the simulation results on the machined surface have converged after the 

simulation of two cutting passes, and more cutting passes was not necessary to simulate 

the final surface integrity.  
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Figure 3.5 Surface and chip meshing in a two-pass simulation (condition Cryo-Re30): 

machined surface in (a) the 1st pass and (b) the 2nd pass; (c) Serrated chip formation and 

adaptive remeshing in the chips (color contours in plastic equivalent strain). 
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Figure 3.6 Comparison of simulated results from 1-pass and 2-pass cut for condition Dry-

Re70: a) equivalent plastic strain; b) total dislocation density; c) grain size; d) change of 

hardness. 

 

3.5 Results and Discussions 

3.5.1 Cutting Force and Temperature Predictions 

Figure 3.7a shows the simulated temperature contour of cryogenic machining 

condition Cryo-Re30, in which the IR measured peak surface temperature is labeled. The 

simulated maximum surface temperature of 59 °C matches well with the IR measurement 

of 52 °C peak temperature. For the dry machining condition with the same tool edge 
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radius (Dry-Re30), the simulated maximum surface temperature was 131 °C which also 

agrees well with the measured 125 °C by IR camera. It can be seen in Figure 3.7a that 

cryogenic cooling has a limited effect on the chip, which was quite uniform and much 

higher than the machined surface temperature. This is because the liquid nitrogen coolant 

was just applied within the cavity between the tool back relief face and machined surface. 

Figure 3.7b shows the comparison of simulated cutting force and thrust force history 

compared to the measured average forces for both components. A cyclic cutting force 

was predicted due to the formation of serrated chips with varying chip thickness. The 

experimental measured average cutting force was just slightly higher than the medium 

level of the predicted cyclic force, and the experimental measured average thrust force 

was almost the same level of the prediction. The simulation results in the process 

temperature and cutting forces validated the numerical solution developed for the 

cryogenic machining process. 

 

 

Figure 3.7 Simulated temperature field and cutting force histories compared with the 

experimental measurement for condition Cryo-Re30 (experimental data adopted Pu et al. 

[53]). 
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3.5.2 Grain Refinement  

During the cryogenic machining process, the process temperatures were less than 

70 °C and 105 °C on the machined surface and in the chip, respectively; under the dry 

machining condition, the process temperatures increase to 125 °C and 140 °C on the 

machined surface and in the chip, respectively. These process temperatures are much 

lower than the typical DRX starting temperatures of 203-298 °C (0.5-0.6 Tm, melting 

point) [64,65]. The strain rates during the machining tests with cutting speed of 100 

m/min (1.67 m/s) are typically on the order of 105-106 s-1, which are much higher than the 

strain rates for DRX not to occur found by Giraud et al. [178] and Ulacia et al. [55]. 

Therefore, it was considered that DRX did not occur during the cutting tests studied in 

this work. 

Figure 3.8 shows the predicted deformation and dislocation fields of the 2D 

cutting simulation of the experiment of condition Cryo-Re30, in terms of (a) equivalent 

plastic strain, (b) total dislocation density, and (c) grain size. In Figure 3.8a, high strain 

gradients can be observed near the machined surface. The strain inside the chip is not 

uniform. The strain along the tool-chip interface is as high as 4.  The peak strain along 

the shear plane where the serrated chip initiated was 2.5, which is much higher than those 

between the adjacent sawtooth chips.  Dislocations accumulate more as strain increases, 

as can be seen in Figure 3.8b, which shows a similar pattern to the strain not only along 

the machined surface, but also in the chip. Beneath the machined surface, the grain size 

largely reverses the pattern of the dislocation density distribution, with finer grain sizes 

near the machined surface and coarser grains in the unaffected bulk material. In the chip, 

the grain size along chip-tool interface was also refined to submicron, while it was close 
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to the initial grain size in the chip tooth material. This predicted grain size distribution 

agrees with the grain size change as shown in Figure 3.9d. A similar trend of grain 

refinement and strain distribution was simulated along the machined surface and chip-

tool interface for all the four experimental conditions in this study.    

 

 

Figure 3.8 Simulated fields under condition Cryo-Re30: (a) equivalent plastic strain; (b) 

total dislocation density; (c) grain size.  
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A quantitative assessment of the simulation results was performed for the profiles 

of equivalent plastic strain, total dislocation density, and grain size along the depth from 

machined surface. Figure 3.9 shows the simulated averaged profiles with the cross-

sectional microstructure of the machined surface.  For cryogenic machining conditions of 

Cryo-Re70 and Cryo-Re30, the simulation results show high equivalent plastic strains of 

about 4.2 and 4, high dislocation densities of 4.15 and 3.8×1015 m-2, and refined grain 

sizes of 62 and 64 nm, respectively. The simulated UFG layer thickness is 18 and 14 μm, 

respectively, which agree well with the measured UFG layer thickness from the 

experiments. The refined grain size was measured to be 30-60 nm by AFM in the UFG 

layer on the machined surface for Cryo-Re70. In comparison, the model simulated a grain 

size was refined to a minimum of 62 nm on the machined surface, which matches well 

with the experimental measurement. For materials below the UFG layer, the simulated 

equivalent plastic strain and dislocation density diminished quickly and grain size 

maintained unchanged as the initial size of 12 µm. These findings are very similar to 

those observed microstructures in Figure 3.9d, which clearly shows the UFG layer above 

the unaffected bulk material.  

The effects of cryogenic cooling and tool cutting edge on the machined surface 

integrity are also examined through the comparison of the simulation results and 

experimental measurements.  For the case of Dry-Re30, a slim UFG layer of 2 µm was 

predicted for a tool edge radius of 30 µm; for the case of Cryo-Re30 with the aid of 

cryogenic cooling, the UFG layer thickness was predicted to increase drastically to 14 

µm. Similarly, for the tool edge radius of 70 µm, cryogenic cooling helps increase the 

UFG layer thickness from 11 to 18 µm. In addition, by the comparison of equivalent 
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plastic strain and dislocation density, it can be easily found while the greater edge radius 

introduces more plastic deformation for a thicker affected layer, the cryogenic cooling 

was the dominant factor of the grain refinement in this machining configuration by 

introducing more severe plastic deformation and dislocations.   

 

 

Figure 3.9 Simulated profiles of: (a) equivalent plastic strain; (b) total dislocation density; 

(c) grain size; (d) machined subsurface micrographs from Pu et al. [53]. 
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3.5.3 Microhardness 

Figure 3.10 shows the simulated microhardness distribution beneath the machined 

surface and in the chip for the cryogenic machining condition of Cryo-Re30. Hardness 

increases greatly on the machined surface and along the tool-chip interface, which has a 

distribution similar to those for strains and dislocation densities, as can be seen in Figure 

3.8a-b. The initial microhardness of the bulk matrix material was 0.513 ± 0.039 GPa. The 

predicted microhardness within the top 10 µm were increased to the level of 0.9 GPa (an 

increase by 75%) on both machined surface and tool-chip interface. 

 

 

Figure 3.10 Simulated microhardness distribution for condition Cryo-Re30 in (a) machined 

surface and (b) chip. 

 

Figure 3.11 shows the variation of microhardness change along the depth below 

the machined surface for the four difference experimental conditions. The simulated UFG 

layers under different conditions were highlighted by the rectangular shade in blue or red, 

corresponding to cryogenic cutting and dry cutting, respectively. Under all conditions, the 

surface hardness was significantly increased within the UFG layer, while it gradually 
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diminished at a depth of 100 µm. The largest surface hardness of 0.947 ± 0.055 GPa was 

measured under the condition of Cryo-Re70. The experimental measurements also 

showed surface hardness could be increased by applying cryogenic cooling or a larger 

edge radius. Obviously, the cryogenic cooling had a more significant effect on the 

increase of surface hardness. Compared with the experimental data, all the simulation 

results successfully captured the trend of microhardness depth profile from the machined 

surface, as well as the greater effect of cryogenic cooling on the increase of surface 

hardness.  

 

 

Figure 3.11 Simulated microhardness profiles compared with the experimental 

measurements in [53]. 

 

3.5.4 Residual Stresses 

Figure 3.12 shows the simulated circumferential residual stress distribution over 

the whole cutting length of Cryo-Re70. It was found that the residual stress was 
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compressive on the machined surface. The magnitude of the residual stress continuously 

decreased along the depth. The darker blue domains at both left and right ends 

correspond to the stress concentration at the edge corners of the workpiece during 

relaxation. Quantitative assessments were carried out with profiles extracted within the 

boxed domain as shown in Figure 3.12. 

  

Figure 3.12 Simulated circumferential residual stress fields for conditions Cryo-Re70. 

 

Figure 3.13 shows the measured and simulated residual stresses in the 

circumferential and axial directions after both dry and cryogenic machining. Due to a 

large penetration depth (about 25 µm) of X-ray in Mg alloy, the residual stresses 

measured on the surfaces were corrected by shifting 12.5 µm below the machined 

surface. For a 30 μm edge radius tool, compressive circumferential residual stresses were 

induced as deep as 150 μm below the machined surface under both dry and cryogenic 

conditions. The peak compressive stress in dry machining was about 40 MPa at a depth 

of 30 μm below the surface, which was increased to about 50-70 MPa within the same 

depth by cryogenic machining. For axial residual stress, tensile residual stress was 

predicted for the dry machining condition of Dry-Re30, which agreed well with the 

measurement. Tensile residual stress of 37 MPa was generated at 12.5 μm deep in the 
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axial direction. By implementing cryogenic machining, the residual stress turned to 

compressive with a magnitude of 39 MPa. When the edge radius was increased to 70 μm, 

the circumferential residual stress was also compressive for both dry and cryogenic 

machining, but penetrated 120 μm deeper than those using smaller tool edge radius. For 

the axial direction, cryogenic cooling made the residual stress more compressive by 50 

MPa. Comparing the cryogenic machining results in axial stresses, a much thicker 

penetration of compressive residual stress was obtained using a larger edge radius. The 

results revealed a great opportunity to use cryogenic cooling combined with large edge 

radius tools to induce large and deep compressive residual stresses on the machined 

surface. 

 

Figure 3.13 Simulated residual stress depth profiles compared with measurements in [53]. 
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3.5.5 Discussions on Slip/Twinning Transition  

The transition between slip and twinning during cryogenic machining was 

investigated with the model. The effect of twinning response can be demonstrated by 

comparing the subsurface microstructure and texture before and after the cryogenic 

machining experiments. Figure 3.14a shows the initial microstructure of the specimen 

before cryogenic machining. Twinning lamellas were found in a surface layer above the 

dashed line, while no twinning can be seen for the area below. These twinning lamellas 

were induced by the sample preparation process of milling. Figure 3.14b shows the 

microstructure produced by cryogenic machining test of Cryo-Re30. A featureless UFG 

layer existed 10-14 µm just below the machined surface, and no signs of twinning can be 

found for the topmost 15 µm. However, a large amount of twinning lamellas can be seen 

from 15 to 80 µm below the machined surface. Comparing the micrographs, cryogenic 

machining induced a topmost UFG layer accompanied by resolving the twinning 

lamellas, and introduced twinning lamellas in the region from 15 to 80 µm below the 

surface. 

Figure 3.14c further examined the evolution of the crystallographic orientations 

on the disc surface before (initial) and after machining (Dry-Re30 & Cryo-Re30). The 

highest peak for all the conditions corresponds to the plane of (101̅1), one of the two 

major twinning systems of Mg alloys [52]. Both of the plane of (0002) and (101̅0) two 

slip systems of Mg alloys [52]. After the cryogenic machining, the intensity of plane of 

(0002) was drastically increased, while the intensity decreased in (101̅1) plane from the 

initial specimen to the cryogenic cut surface indicated the twinning lamellas were 

reduced by cryogenic machining in the surface layer. The intensity increased in the plane 
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of (0002) plane and (101̅0) indicated that more slip systems were activated due to high 

strain rate SPD in cryogenic machining. Also, as the large penetration depth of the X-ray 

in Mg, the great amount of twinning system signal was picked from the lower less 

strained domain, making the constant high intensity peak for the plane of (101̅1) for the 

condition of cryogenic machining. 

 

Figure 3.14 Comparison of the predicted twinning distribution with the microstructure 

beneath the machined surface of Cryo-Re30 (raw images adopted from Pu et al. [53]). 

 

Figure 3.14d shows the simulated twinning distribution by the aforementioned 

deformation mechanism index within an 80 μm thick subsurface domain. Model 

predicted a 20 μm thick layer with twinning lamellas resolved, while twinning lamellas 
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remained from 20 to 80 μm from the machined surface. The simulated transition level of 

20 μm deep was very close to the transition level shown in Figure 3.14b. Therefore, this 

model can capture the twinning generation and twinning/slip transition very well in the 

plastic deformation of AZ31B Mg alloy. 

 

3.6 Summary 

A 2D FE model is developed in AdvantEdge™ to simulate the enhanced surface 

integrity of AZ31B Mg alloy by cryogenic machining in two cutting passes, in terms of 

nanocrystalline grain refinement, increased surface hardness, and compressive residual 

stress. Based on both slip and twinning mechanisms, a novel physics-based constitutive 

model was developed and implemented as a user-defined subroutine to capture material 

response and grain refinement of AZ31B Mg alloy under cryogenic conditions.  

Compared with micrographs and experimental measurement from Pu et al. [53], 

quantitative assessments were carried out with simulated in-depth profiles for all solution 

fields, i.e., temperature, plastic strain, dislocation density, grain size, UFG layer 

thickness, microhardness change, and residual stress distribution. Comparing 

microstructure and texture below the machined surface before and after cryogenic 

machining, the FE model also accurately predicted the slip/twinning transition and 

twinning lamellas resolving in the topmost surface layer of about 20 μm in thickness.  

This FE analysis has successfully simulated the complex microstructure evolution 

of an HCP material in an SPD process under dynamic strain rates. The simulated surface 

integrity attributes agree with the experimental measurements and observations very well.  
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CHAPTER 4.  

SURFACE NANOCRYSTALLIZATION AND WHITE ETCHING LAYER 

FORMATION DURING HARD DRILLING 

In this chapter, a thorough review of microstructural analyses is firstly presented 

for the white etching layer formed during SPD processes, and the formation mechanism 

for the nanocrystalline structure observed in WEL are determined for the machining 

processes of hardened steels. A new dislocation density-based grain refinement model is 

then developed to model the nanocrystalline formation mechanisms during a hard drilling 

process, characterized by high temperatures, severe plastic strains and high strain rates. 

Finally, the dislocation density-based grain refinement model is implemented in a 

metallo-thermo-mechanically coupled FE cutting model to simulate microstructure 

evolution near the machined surface during drilling of hardened AISI 1060 steel with a 

typical hardness of 64 HRC.  

 

4.1 Review of WEL Formation and Grain Refinement Mechanisms of Steels 

4.1.1 WEL formation and grain refinement during machining processes 

White etching layer has been widely observed on the final surface of hardened 

steels by machining [77–86]. Li et al. [86] systematically investigated the hole surface 

microstructures produced by hard drilling of various carbon steels under different 

machining process parameters. Sintered carbide drills (5 mm in diameter) were used in 

the drilling experiments with oil mist as coolant. The effects of drilling process 

parameters and work material microstructures on WEL formation and final surface 

microstructures were characterized by an extensive micrograph analysis using scanning 
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electron microscopy (SEM), transmission electron microscopy (TEM), and X-ray 

diffraction (XRD). The work materials they tested in this study included Fe-0.56% C, Fe-

0.80% C, and commercial SUJ2 bearing steel alloys. To determine the effects of initial 

microstructure on final machined surface microstructure, the work materials were 

prepared under different heat treatment processes prior to cutting experiments to obtain 

different microstructures including ferrite, pearlite, martensite, and tempered martensite. 

The microhardness of these work materials varied from 2.9 GPa to 8.1 GPa 

corresponding to different microstructures. To determine the effects of cutting process 

parameters, drilling experiments were performed on quenched Fe-0.56% C steel alloy 

with a martensitic structure using cutting speeds of 20-100 m/min and feed rates of 0.01-

0.1 mm/rev. Their experiments found that WEL formation can be enhanced by increasing 

the feed rate or cutting speed. Overall, a gradient WEL microstructure is usually observed 

near the machined surface. Typically, the topmost layer of WEL is featureless under 

optical microscope, but can be characterized as nanocrystalline using advanced SEM or 

TEM. Beneath the nanocrystalline layer is a layer with a mixed structure of nanoscale to 

submicron-sized grains. Retained austenite can be formed from solid phase 

transformation due to the intensive thermomechanical loadings during the hard drilling 

process. Their results reported that a greater initial microstructure hardness can enhance 

the formation of both topmost nanocrystalline layer and overall WEL microstructure. 

Effects of the cutting process parameters have been systematically evaluated on 

the WEL formation and microstructure evolution during hard drilling. Figure 4.1 shows 

the longitudinal section view (the section parallel to the hole axis) SEM micrographs of 

typical surface microstructures achieved under different feed rates for drilling of 
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quenched Fe-0.56% C steel alloy with an initial martensitic structure and microhardness 

of 7.8 GPa. WELs were observed on the hole surface for all the applied feed rates, which 

had a clear boundary distinguishable from the unaffected bulk material. The thickness of 

WEL increased from 7.5 µm to 13 µm as the feed rate increased from 0.01 mm/rev to 0.1 

mm/rev. Figure 4.2 discusses the effects of cutting speed and shows the longitudinal 

section view SEM micrographs of surface microstructures of the same martensitic 

material. For a low cutting speed of 20 m/min (Figure 4.2a), a deformed structure layer 

can be observed near the drilled hole surface, while no WEL was formed. For cutting at 

moderate to high cutting speeds, WELs formed at the hole surfaces, and their thickness 

increased from 8 µm to 15 µm as the cutting speed increased from 60 to 100 m/min. A 

similar relationship between WEL and cutting process parameters has also been 

determined for SUJ2 steel.  

 

Figure 4.1 SEM micrographs near the hole surface after drilling at different feed rates 

under the same cutting speed of 80 m/min: (a) 0.01 mm/rev, (b) 0.05 mm/rev and (c) 0.1 

mm/rev (micrographs adopted from Li et al. [86]); (d) schematic of the location of the 

section. 
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Figure 4.2 SEM micrographs near the hole surface after drilling at different cutting 

speeds under the same feed rate of 0.05 mm/rev: (a) 20 m/min, (b) 60 m/min, (c) 80 

m/min and (d) 100 m/min (micrographs adopted from Li et al. [86]). 

 

Effects of the initial work material microstructure have been systematically 

evaluated on WEL formation and grain refinement during hard drilling. WELs with 

similar microstructural characteristics were obtained for all of the work materials except 

for Fe–0.56% C steel alloy with a pearlite structure and a lowest hardness of 2.9 GPa. 

Figure 4.3a shows a high-resolution SEM micrograph of the machined surface 

microstructure in the section perpendicular to the hole axis for pearlite Fe-0.56% C steel 

alloy. It can be observed that cementite plates became thinner, and the spacing between 

cementite plates decreased gradually when it was close to the drilled surface. The 

topmost layer was significantly sheared along the cutting direction. This indicates that 

severe plastic deformation occurred near the drilled hole surface. As shown in TEM 

analysis (Figure 4.3b), a high dislocation density can be observed on the topmost hole 

surface layer. The selected area diffraction (SAD) pattern in the TEM micrograph 

indicates that the microstructure was composed of body-centered cubic (BCC) ferrite and 
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cementite, i.e., no phase transformation occurred. Irregularly shaped grains with a grain 

size of several hundred nanometers can be seen in the dark-field TEM image as shown in 

Figure 4.3c. This also indicates that strong deformation occurred near the surface of the 

hole. 

 

Figure 4.3 Micrograph near the surface of a hole in Fe–0.56% C steel with a pearlite 

structure (initial matrix hardness of 2.9 GPa) after drilling (80 m/min, 0.05 mm/rev): (a) 

SEM image; (b) TEM bright-field image and corresponding SAD pattern; (c) TEM dark-

field image (micrographs adopted from Li et al. [86]); (d) schematic of the location of the 

section. 

 

Work material with the highest initial microhardness, i.e., as-quenched 

martensitic Fe–0.56% C steel alloy with a microhardness of 7.8-8.1 GPa, led to the 

thickest WELs by hard drilling. Figure 4.4a shows high-resolution SEM micrographs 

near the sectioned surface of a hole in the as-quenched martensitic Fe–0.56% C steel. A 
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sharp boundary can be observed between the WEL and the microstructure beneath it. 

Within the WEL, the microstructure gradually changed as the depth increased. A 

featureless microstructure layer can be observed on the topmost layer. Beneath this 

featureless layer, sporadic etched areas can be observed, which are surrounded by smooth 

contrast areas. Very tiny etched areas can be observed in the topmost layer, which is less 

100 nm in size. With the increase of the depth, the size of these etched areas gradually 

increased to about 0.3-0.5 µm in size near the bottom of the WEL. 

More details in microstructural changes in WEL were characterized using TEM. 

The TEM micrograph in Figure 4.4b shows that the topmost featureless layer consisted of 

equiaxed grains about 20-50 nm in size. The continuous rings of the SAD pattern indicate 

the material was polycrystalline with random grain orientations. Strong diffraction rings 

were found for the BCC ferrite structure from matrix material, and austenite can also be 

interpreted from several diffraction rings. Beneath the nanocrystalline structure, both 

nano-sized grains and larger grains about 100–200 nm in size can be observed in Figure 

4.4c. The SAD pattern shows that the microstructure can be indexed as austenite, twined 

martensite, and ferrite. Since the initial microstructure consisted of lath martensite, it is 

considered that twinned martensites were formed during the cooling phase after drilling 

phase. Notably, these TEM bright-field images showed that dislocation density 

drastically decreased in WEL when comparing them with those in Figure 4.3b-c. 
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Figure 4.4 Micrograph near surface of a hole in quenched Fe–0.56% C steel with a 

martensite structure (initial matrix hardness of 7.8 GPa) after drilling (80 m/min, 0.05 

mm/rev): (a) SEM image; (b) TEM bright-field images and corresponding SAD patterns 

in the nanocrystalline layer; (c) TEM bright-field images and corresponding SAD 

patterns near the bottom of WEL (micrographs adopted from Li et al. [86]); (d) schematic 

of the location of the section. 

 

Phase composition of drilled hole surface was further investigated using XRD. 

Figure 4.5 shows the XRD spectra taken from the surface of as-quenched martensitic Fe–

0.56% C steel specimens before and after drilling experiments. For the XRD data of 

surface before drilling, high-intensity and low-intensity peaks can be observed for α’-

phase martensite and retained austenite, respectively. The volume fraction of retained 

austenite was determined to be less than 1% through a quantitative analysis of the XRD 

data. After drilling, the volume fraction of austenite of machined surface substantially 

increased to about 15% by the drilling operation using a cutting speed of 80 m/min and 
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feed of 0.05 mm/rev. It was found that the higher volume fraction of austenite 

corresponded well to the thicker WEL. Therefore, the austenite present on the surface of 

a drilled hole resulted from phase transformation from as-quenched martensite to 

austenite during drilling. Considering DPT as the dominant mechanism of WEL 

formation, numerical models have been developed in literature to determine the thickness 

of WEL based on thermal modeling of the hardened steels machining process [79,104–

107]. However, deformation-driven grain refinement has not been considered in these 

prior researches due to a lack of systematic microstructural analyses on this critical 

phenomenon. 

 

Figure 4.5 XRD spectra on the surface of as-quenched Fe–0.56% C steel before and after 

drilling experiments (80 m/min, 0.05 mm/rev, data adopted from Li et al. [86]). 

 

Base on the systematical microstructural analysis of hard drilling WEL formation, 

Li et al. [86] concluded that the formation of nanocrystalline and UFG structures in WEL 

are attributed to a combined effect of severe plastic deformation and dynamic phase 

transformation with a large strain gradient and a high strain rate. Geometrically necessary 

Drilled hole surface

As-quenched
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dislocations were developed to ensure the compatibility of deformation and accommodate 

large strain gradients in the drilled surface. The high-density dislocations can evolve into 

cell or grain boundaries under the large strain deformation by dynamic recovery, thereby 

refining the structure. Moreover, the high density of grain boundaries and dislocations 

provided a very large number of nucleation sites during DPT, which may be expected to 

lead to further refinement of the microstructure.  

Similar WEL attributes with nanocrystalline structure and transformed retained 

austenite were also characterized by Barry and Byrne [80] for hard turning processes of 

two different steels, namely, carbon steel alloy of Fe-0.80%C and medium-carbon low-

alloy BS 817M40 steel (equivalent to AISI 4340 steel). A shallow WEL (< 2-3 µm) 

appeared on the machined surface for both steels when machined with worn cutting tools, 

but no WEL can be found on the surfaces machined using new cutting tools. Retained 

austenite was observed in all TEM SAD patterns of the WEL microstructure for both 

steels, and its volume fraction increased with an increasing tool wear area. Their research 

indicated that retained austenite in the machined surface resulted from a reverse 

martensitic transformation during the machining process. The diffuse continuous rings of 

cementite reflections indicated a significant refinement of cementite. For materials 

undergoing plastic deformation, the rate of dissolution of carbides is likely to be greater 

due to mechanisms such as a shearing of the austenitic envelope surrounding carbide 

particles and generation of numerous dislocations and vacancies, which can act as high-

diffusivity paths. Analyzed using TEM, the machined surface microstructures in WEL of 

both steels were characterized as very fine and misoriented cells. For Fe-0.8%C steel 

alloy, the average cell size was several tens of nanometers, and in particular, cells under 
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10 nm were also visible. For BS 817M40 steel, the average grain size was coarser than 

that in the machined surface of Fe-0.8%C steel; several larger cells of 200 nm in size 

were observed.  

Based on the micrographic observation of slightly coarser structure and several 

larger cells for BS 817M40 steel, Barry and Byrne argued for the possible occurrence of 

dynamic recrystallization during cutting, which may have happened to steels at elevated 

temperatures due to a decrease in their stacking fault energy. However, without any direct 

experimental evidence, their hypothesis was mainly inferred from literature data for other 

manufacturing processes. Barry and Byrne reviewed the experimental data of 

nanocrystalline microstructure formation in adiabatic shear bands formed during high-

speed deformation of AISI 4340 [121] steel and HY-100 steel [123]. Severe plastic 

deformation accompanied with a strong dynamic recovery (DRV) effect was considered 

as the primary mechanism to form the nanostructures during these processes, while 

occurrence of DRX was not evident from the resultant microstructures. However, Barry 

and Byrne argued that DRX may still occur for a steel alloy with a decrease in stacking 

fault energy induced by the reverse martensitic transformation, which is driven by 

intensive heat generation during hard turning. The SFE of retained austenite (FCC iron) 

at 1000 °C was much lower than that of martensite [188], under which condition they 

argued that dynamic crystallization could be possible as suggested by McQueen [189]. 

Nonetheless, Barry and Byrne noted that the kinetics of conventional discontinuous 

dynamic recrystallization (dDRX) by thermal diffusion were too slow to form the 

nanocrystalline or UFG structures during rapid cutting processes.  
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Previous microstructure analysis using TEM and XRD has shown that 

nanocrystalline structure and retained austenite from reverse martensitic transformation 

were evident for WEL formation on the machined surface of hardened steels. Therefore, 

both deformation-driven grain refinement and thermally driven dynamic phase 

transformation should be considered for modeling microstructure evolution during 

machining of hardened steels. However, controversies still exist in literature about the 

mechanisms and effects of grain refinement. In order to consider the coupled effects of 

deformation-driven grain refinement and thermally driven dynamic phase transformation, 

it is necessary to review, categorize and analyze other important experimental data and 

substantial evidences available in literature. In next section, a thorough review is 

therefore conducted for the process mechanisms of nanocrystallization of hardened steels 

during other SPD processes.   

 

4.1.2 WEL and Nanocrystallization during Other SPD Processes 

Severe plastic deformation has been widely acknowledged as an effective method 

to produce UFG and nanocrystalline materials [137]. High pressure torsion (HPT) and 

equal-channel angular pressing (ECAP) are two typical SPD processes to produce UFG 

and nanocrystalline microstructures [134–138]. However, their processing temperature is 

usually lower than 40~50% of the material melting point (0.4~0.5Tm), and a low strain 

rate is usually applied during these two processes. In addition, WEL is usually not formed 

from these processes. Hence, the review in this section focuses on a review of processes 

those generate nanocrystalline WEL including adiabatic shear band formation, sliding 

wear, ball drop test, ball milling, ultrasonic or air blast shot peening, and laser shot 
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peening (LSP). During these processes, high strain rates of about 103~107 s-1 can be 

achieved, which are comparable to the strain rate typical for the drilling process.  

Nanocrystalline WEL structures of adiabatic shear bands have been extensively 

studied for various SPD processes, such as split Hopkinson compression bar and 

explosion deformation, for AISI 4340 steel [119–122] and HY-100 [123]. High strain 

rates were usually achieved ranging from 103 s-1 to 8×105 s-1, and a short mechanical 

loading duration of about 50 µs was applied in these processes. WEL with similar grain 

refinement structures have been observed in these adiabatic shear bands, which has been 

observed for many decades since a study conducted by Zener and Hollomon in 1944 

[190]. Their results showed significant effects of mechanical deformation on WEL 

formation, such as ultrafine grain structures with a typical grain size of 0.2-0.5 µm 

achieved from rolling-sliding friction [123]; structures with elongated subgrains (35-90 

nm wide and 500-800 nm long) achieved using torsional Kolsky bar [121]; 

nanocrystalline structures or dispersed structures without clear grain boundary using split 

Hopkinson compression bar or explosion deformation [119,120,122]. No signs of 

recrystallized grains can be found in these adiabatic shear bands, and hence no clear 

evidence existed to support the occurrence of dynamic recrystallization in all of these 

studies. In addition, they did not find any direct evidence for reverse martensitic 

transformation from the parent phase to untampered martensite within the adiabatic shear 

bands, even though experimental measurements often showed a high process temperature 

on the level of 600 °C. The carbides in the original work materials were found to be 

dissolved in the dislocation sites within the shear bands. The mechanically refined 

nanocrystalline structure without carbides prevented preferential etching during sample 
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preparation for microstructure imaging, which made the WEL appears featureless and 

white under an optical microscope [119,120]. Based on these experimental evidence, they 

concluded that severe plastic deformation accompanied with a significant dynamic 

recovery effect was considered as the primary metallurgical process to form these refined 

WEL microstructures [119–123].  

Nanocrystalline WEL structures has been obtained by various SPD surface 

treatment processes. Umemoto and his co-workers systematically investigated the 

formation of nanocrystalline structure in steels during multiple surface treatment 

processes, such as sliding wear, ball drop test, ultrasonic or  air blast shot peening, and 

ball milling [116–118,125]. Equiaxed nanograined regions appeared near the specimen 

surface, and a dislocated cell structured region appeared interior of specimens. Annealed 

at 874 K for one hour, the nanocrystalline layers showed slow grain growth without 

recrystallization, whereas the deformed structures below the nanocrystalline layer were 

completely recrystallized. They concluded that the deformation-induced nanograined 

regions in steels have the following common specific characteristics: (1) grains smaller 

than 100 nm and low dislocation density interior of grains, (2) extremely high hardness, 

(3) dissolution of cementite when it exists, and (4) no recrystallization and slow grain 

growth by annealing. These phenomena were also observed in the ball milling study of 

pearlite steel (Fe-0.85% C)  [127], sandblast of 304 stainless steel [126], and rolling-

sliding of pearlite steel (Fe-0.6~0.8% C) [124]. Notably, occurrence of DRX was not 

observed in all these studies. 

Surface nanocrystallization has also been reported for austenite stainless steels 

subjected to extremely high-strain rate, about 107 s-1, laser shock peening process [128–
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133]. The mechanism of surface nanocrystallization induced by LSP can be summarized 

as follows. High-density dislocations were rapidly generated at the wave front by the 

multidirectional shockwave loads from reflection and refraction. When the material stress 

caused by dislocation pile-up increased to a certain level, mechanical twins (MTs) were 

generated. The boundaries of these MTs were almost parallel, and divided the original 

coarse grains into thin twin matrix lamellae at the top surface. As the shockwave pressure 

further increased, intercrossed MTs were formed by excessive accumulated distortions. 

Formation of intercrossed MTs were also coupled with deformation-induced martensitic 

(DIM) transformation. Due to the strong coupling interactions of MT and DIM induced 

by multiple LSP impacts, a nanocrystalline surface layer with a size of 50-300 nm was 

formed on the surface of AISI 304SS.  

Nanocrystalline structures have also been achieved for carbon steels processed 

using low-strain rate SPD processes such as HPT and ECAP [134–138]. The grains in the 

nanostructured domain were separated by dense dislocation walls, which exhibited 

continuous rings in TEM SAD patterns. Strain-induced cementite dissolution was also 

observed, which was determined as the mechanism of nanostructure formation. 

 

4.1.3 Discussions 

Formation of nanocrystalline WEL structures, especially for surface 

nanocrystalline structures, has been discussed in the previous section for various SPD 

processes with a wide range of strain rates between 0.5 s-1 and 107 s-1, process duration 

ranging from 50 µs to hours, and temperature ranging from cryogenic condition to hot 

forming condition of 0.8Tm. These data in literature provides a good basis for analysis of 
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hard machining of steels. During machining processes of hardened steels and other 

difficult-to-machine alloys, the machine tool often induces large plastic strains (e.g., 

shear strain of ~5-10) not only inside the chip but also along the machined surface. The 

chip forms at a high strain rate, typically on the order of 105 s-1, for typical cutting speeds 

of 100-300 m/min. A high temperature gradient also exists in the cutting zone, 

characterized by a rapid heating rate of 105-106 °C/s and a fast cooling rate of 103-104 

°C/s. By comparison of the process loading conditions, machining process of harden 

steels can be considered as a specific SPD process. Therefore, the microstructure 

evolution mechanisms of steels during hard machining must be consisted with those 

major mechanisms during SPD processes.  

Based on the extensive review in Sections 4.1.1 and 4.1.2, it is concluded that the 

surface nanocrystallization and WEL formation of steels during the machining process 

are governed by both SPD-induced grain refinement accompanied with a strong DRV 

effect and thermally driven DPT. Under low cutting temperature conditions, mechanical 

deformation plays the dominant role on microstructure evolution, while the effect of DPT 

diminishes. Under high cutting temperature conditions due to the intensive heat 

generation, both mechanical deformation and thermally driven DPT contribute the final 

machined surface microstructures. The accumulated high dislocation density and newly 

formed grain boundaries due to mechanical deformation help provide nucleation sites for 

solid-state phase transformation. Twining may also play an important role under certain 

process conditions, such as laser shock peening of austenite stainless steels and cryogenic 

cutting of Mg alloys discussed in Chapter 3. Cementite may be dissolved in the topmost 

nanocrystalline layer, providing a good thermal stability even at elevated temperatures.  
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The extensive microstructure analysis data reviewed in previous sections shows 

that dynamic recrystallization does not contribute to machined surface nanocrystallization 

or WEL formation. No signs of recrystallized grains can be found in these surface 

structures, particularly in WEL, and hence no experimental evidence exists in literature to 

support the occurrence of DRX in any of these machining or SPD studies. Therefore, in 

this study, it is concluded that DRX, especially by the form of dDRX induced by thermal 

diffusion, is not the mechanism of machined surface nanocrystallization or grain 

refinement. Most of the previous modeling efforts in metal cutting [19,22,23,47,108–114] 

incorrectly assumed DRX as the primary mechanism to form the nanocrystalline and 

UFG structure in the machined surface without any support of direct experimental 

evidence. In addition, their modeling approaches often applied the kinetics of dDRX by 

thermal diffusion, which is too slow to form the nanocrystalline or UFG structures during 

rapid cutting processes. 

In this study, a new grain refinement kinetics model based on the evolution of 

dislocation density will be developed to simulate both SPD-induced grain refinement 

associated with a strong DRV effect and thermally driven DPT simultaneously during 

hard machining of steels. This new model will consider the decrease in dislocation 

density in the topmost layer of WEL, which has been experimentally characterized. To 

the author’s best knowledge, no existing model efforts have been undertaken in literature 

to capture this comprehensive mechanically, thermally, and metallurgically coupled 

phenomenon. In this work, a metallo-thermo-mechanically coupled grain refinement 

model will be developed to simulate the microstructure evolution of hardened steels 

during machining.  
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4.2 Metallo-Thermo-Mechanically Coupled Grain Refinement Model 

A metallo-thermo-mechanically coupled grain refinement model is developed to 

simulate the WEL formation and surface nanocrystalline during the drilling process of 

hardened AISI 1060 steel. To model the formation of the WEL, the phase transformation 

kinetics is solved simultaneously during the thermomechanical process. To model both 

SPD-induced grain refinement associated with a strong DRV effect and thermally driven 

DPT effects in the WEL, the previously developed SPD-induced dislocation density-

based grain refinement model was extended with effect of DPT on dislocation density 

evolution. The DPT is modeled by the thermally driven DPT kinetics in this study. The 

microhardness prediction is subjected to the effects of SPD, tempering, and surface 

nanocrystallization.  

  

4.2.1 Evolution of Dislocation Density  

During the metal cutting-induced deformation process, formation of a dislocation 

cell structure is evaluated by a set of dislocation dynamics rules including dislocation 

generation due to plastic deformation, dislocation annihilation by dynamic recovery, and 

interaction between the dislocation cell interiors and cell walls. The dislocation density 

evolution rate on the dislocation cell walls and cell interior are given as [36]: 
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where 𝜌̇𝑐 and 𝜌̇𝑤 are the dislocation density evolution rate in cell interior and cell walls, 

respectively. Dislocation evolution rate control parameters are denoted as α*, β*and ko. b 

is the magnitude of Burgers vector, d is the dislocation cell size. 𝛾̇𝑤
𝑟  and 𝛾̇𝑐

𝑟 are the 

resolved shear strain rates for the cell walls and interiors, respectively. It is assumed that 

these resolved shear strain rates are equal across the cell walls and cell interiors, i.e., 

𝛾̇𝑤
𝑟 = 𝛾̇𝑐

𝑟 = 𝛾̇𝑟. The resolved shear strain rate 𝛾̇𝑟 can be calculated by the von Mises strain 

rateε̇ 𝜀̇ using 𝛾̇𝑟 = 𝑀𝑇𝜀̇, where MT is the Taylor factor. 𝛾̇𝑜 is the reference resolved shear 

strain rate. The volume fraction of the dislocation cell wall are denoted as f, which is 

given as: 

   exp r r

of f f f      & %       (4-3) 

where fo and f∞ are the initial and saturation volume fractions of cell walls, respectively. 

r%is a parameter describing the rate of variation of f with resolved shear strain 
r&and 

adopted to be 3.2 [33]. The total dislocation density, ρtot, is calculated from a mixture 

rule: 

 1wtot cf f            (4-4) 

and then the dislocation cell size, dcell, is given as: 

/ totcell dd K          (4-5) 

where Kd is a material constant and adopted to be 10 in this study for steel [35].  

Under the effect of severe plastic deformation, the change in microhardness is 

contributed by the accumulation of dislocations. This strengthening of material can be 
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characterized by the microhardness change (ΔhSPD, in GPa), which can be predicted 

based on the dislocation density evolution due to SPD. It is given as [40,180]:  

SPD SPD t o toth k M Gb         (4-6) 

where kSPD is a constant slope of 1.0 [179], αo is a constant of 0.25 [34], and G is the 

shear modulus. The model parameters for the unified grain refinement model are listed in 

Table 4.1.  

 

Table 4.1 Unified grain refinement model parameters of hardened AISI 1060 steel. 

𝜶∗ 𝜷∗ ko 𝜸̇𝒐 𝒇𝒐 𝒇∞ MT 𝜸̃𝒓 G (GPa) b (nm) 𝝆𝒘𝒐 (m-2) 𝝆𝒄𝒐 (m-2) 

0.22 0.09 14.6 1e5 0.29 0.16 3.06 2.5 80 0.248 1e12 1e11 

 

A new kinetics of dislocation density evolution is developed to expand the above 

dislocation density evolution kinetics as in Eq. (4-1) to Eq. (4-6), which models the 

primary mechanism of SPD-induced grain refinement associated with strong DRV and 

DPT effects. The following sections describes the derivations of this new model based on 

the irreversible thermodynamic state changes in the work materials during hard drilling.  

The drilling process is irreversible due to the plastic deformation and 

microstructure change in the work material. During a machining process, the work 

material is usually severely plastic deformed under high strains, strain rates, and 

temperatures. The plastic deformation process is subjected to rapid heating and cooling 

due to plastic energy dissipation, frictional work dissipation, and thermal conduction 

from/to adjacent material domain. In addition, the total amount of grain boundary energy 
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is generally drastically increased due to the large amounts of newly formed interfacial 

area in the thermally stable and highly misoriented UFG or nanocrystalline structure after 

the machining process. Hence, the thermodynamic state changes in the workpiece are 

non-isothermal and irreversible, i.e., entropy is produced. 

The grain refinement kinetics is described by the release of stored dislocation 

energy to the interfacial energy change when thermally driven solid-state phase 

transformation occurs. The irreversible thermodynamic state changes are calculated based 

on the thermodynamic potential in the system, and this approach is inspired by modeling 

work recently published by Buchkremer and Klocke [115]. Since the plastically deformed 

work material is distributed below the newly generated machined surface in the 

workpiece or chip surface after the process, the thermodynamic system is considered as a 

closed system at a constant volume. Hence, Helmholtz free energy, F, is used to represent 

the irreversible thermodynamic state changes during machining. The sign of the total 

differential of the Helmholtz energy, dF, indicates whether a thermodynamic state change 

occurs spontaneously (dF < 0) or not spontaneously (dF > 0). The Helmholtz energy F is 

defined as: 

𝐹 = 𝑈 − 𝑇𝑆        (4-7) 

where U is internal energy, T is absolute temperature and S is entropy. For the following 

derivation of dF for the closed system during drilling, all extensive state variables are 

referred to the unit volume and are denoted with small letters. Then, the volume-specific 

differential of Helmholtz free energy, df, is given as: 

d𝑓 = d𝑢 − d(𝑠 ∙ 𝑇) = d𝑢 − 𝑠d𝑇 − 𝑇d𝑠    (4-8) 
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The volume-specific differential of Helmholtz free energy should be extended for 

drilling to consider the grain refinement kinetics based on thermodynamic potentials. In 

this model, the irreversible state changes in the work material are described by an 

analytical formulation considering the plastic work, dissipation, thermal conduction and 

grain boundary energy, as well as the associated productions and flows of entropy. Then, 

the volume-specific change of internal energy, du, and entropy, ds, are given as: 

d𝑢 = d𝑒𝑚𝑒 + d𝑒𝑐𝑜𝑛𝑑 + d𝑒𝑎      (4-9) 

d𝑠 = d𝑠𝑑𝑖𝑠𝑠 + d𝑠𝑐𝑜𝑛𝑑       (4-10) 

where deme is the derivative of mechanical energy, decond is the derivative of thermal 

energy by thermal conduction, and dea is the derivative of interface energy associated 

with grain size evolution, while dsdiss and dscond are the change of the entropy by energy 

dissipation and thermal conduction. 

The formulation of these energy and entropy terms were derived based on the 

state changes from time frame ti to ti+1, which are associated with changes of equivalent 

plastic strain (εt to εt+1), equivalent strain rate (𝜀𝑡̇ to 𝜀𝑡̇+1), temperature (Tt to Tt+1), grain 

size (dt to dt+1). Then, Eqs. (4-9, 10) is rewritten as: 

∆𝑢 = ∆𝑒𝑚𝑒 + ∆𝑒𝑐𝑜𝑛𝑑 + ∆𝑒𝑎      (4-11) 

∆𝑠 = ∆𝑠𝑑𝑖𝑠𝑠 + ∆𝑠𝑐𝑜𝑛𝑑       (4-12) 

where Δeme is the change of mechanical energy, Δecond is the change of thermal energy by 

thermal conduction, and Δea is the change of interface energy associated with grain size 
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evolution, while Δsdiss and Δscond are the change of the entropy by energy dissipation and 

thermal conduction. 

Firstly, the terms in Eq. (4-11) for change of internal energy are derived. The 

absolute change in the volume-specific mechanical energy Δeme in Eq. (4-11) is equal to 

the plastic work, i.e. the integral of the flow stress σ over the equivalent strain ε. Thus, 

Δeme is associated with a change of plastic strain from εt to εt+1: 

∆𝑒𝑚𝑒 = ∫ 𝜎(𝜀, 𝜀̇, 𝑇)d𝜀
𝜀𝑡+1

𝜀𝑡
      (4-13) 

where σ is the flow stress, which is usually formulated as a function of equivalent plastic 

strain (ε), equivalent strain rate ( &) and temperature (T), to account for the strain 

hardening, strain rate hardening, and thermal softening under metal cutting conditions. 

The main phase constituent of the AISI 1060 steel studied in this work was as-

quenched martensite. Its flow stress during drilling is defined by Johnson-Cook (JC) 

model:  

𝜎 = (𝐴𝐽𝐶 + 𝐵𝐽𝐶𝜀𝑛𝐽𝐶) (1 + 𝐶𝐽𝐶 ln (
𝜀̇

𝜀̇𝑜
)) (1 − (

𝑇−𝑇𝑟𝑒𝑓

𝑇𝑚−𝑇𝑟𝑒𝑓
)

𝑚𝐽𝐶

)  (4-14) 

where AJC, BJC, CJC, nJC, and mJC are model parameters, which were adapted from an oil-

quenched AISI 1050 steel with a hardness of 57.8 HRC [191] listed in Table 4.2. Tm is 

the melting point, and Tref is the reference temperature, which is room temperature of 20 

°C in this work. Since the time increment is infinitesimal during the FE computation 

(usually 10-9-10-8 s), it is assumed that the plastic deformation occurs at a constant 

temperature and strain rate from time frame ti to ti+1. Then, Eq. (4-13) is rewritten as: 
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∆𝑒𝑚𝑒 = (1 + 𝐶𝐽𝐶 𝑙𝑛 (
𝜀̇ ̅

𝜀̅̇𝑜
)) (1 − (

𝑇−𝑇𝑟𝑒𝑓

𝑇𝑚−𝑇𝑟𝑒𝑓
)

𝑚𝐽𝐶

)  

∙ (𝐴𝐽𝐶(𝜀𝑡+1 − 𝜀𝑡) +
𝐵𝐽𝐶

𝑛𝐽𝐶
(𝜀𝑡+1

𝑛𝐽𝐶+1
− 𝜀𝑡

𝑛𝐽𝐶+1
))  (4-15) 

where  𝜀̇ ̅and 𝑇̅ are the average values for the temperature and strain rate along the state 

change from time frame ti to ti+1, which are denoted as 𝑇̅ = 0.5 ∙ (𝑇𝑡 + 𝑇𝑡+1) and  𝜀̇ ̅ =

0.5 ∙ (𝜀̇𝑡̅ + 𝜀̇𝑡̅+1), respectively.  

 

Table 4.2 Johnson-Cook model parameters of AISI 1060 steel [191]. 

AJC (MPa) BJC (MPa) nJC CJC mJC o&(1/s) Tm(K) 

2626.4 1799.3 0.245 0.0216 0.433 1 1793 

 

It has been widely accepted that most of the mechanical energy is dissipated as 

heat during plastic deformation, and the fraction of the rate of plastic work dissipated as 

heat, β, is often assumed to be a constant parameter of 0.9 for most metals [192]. 

Accordingly, during each infinitesimal state change, an energy increment of βΔeme is 

added to the internal energy. Hence, in Eq. (4-11), the thermal energy increment only due 

to thermal conduction is equal to the total thermal energy change, Δeth, minus the 

dissipated mechanical energy, Δediss, as: 

∆𝑒𝑐𝑜𝑛𝑑 = ∆𝑒𝑡ℎ − ∆𝑒𝑑𝑖𝑠𝑠 = 𝑐𝑝𝜌(𝑇𝑡+1 − 𝑇𝑡) − 𝛽∆𝑒𝑚𝑒  (4-16) 

where cp is the specific heat capacity, and ρ is the density.  
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The change of the specific interface energy Δea in Eq. (4-11) is proportional to the 

change in volume-specific internal surface Δa as follows: 

∆𝑒𝑎 = 𝛤𝑔𝑏∆𝑎          (4-17) 

where Γgb is the grain boundary energy. Assuming cubic grains with edge length of d, 

i.e., grain size, Δa associated with a grain size modification from dt to dt+1 is given as: 

∆𝑎 = 𝑎𝑡+1 − 𝑎𝑡 = 3 (
1

𝑑𝑡+1
−

1

𝑑𝑡
)       (4-18) 

It was assumed that the grain boundary energy linearly decreased with temperature [193], 

which is given as: 

𝛤𝑔𝑏 = 𝛼𝛾 ∙ 𝑇 + 𝛽𝛾         (4-19) 

where αγ and βγ are model parameters, and the values are −4.9×10-10 J/mm2/°C [193] and 

4.2×10-10 J/mm2 [115]. 

In the following, the terms involving the entropy, s, are derived. For the integral 

of the entropy over temperature, sΔT, the expression of s(T) is determined based on the 

Clausius theorem as follows: 

𝑠(𝑇) = ∫
d𝑒𝑡ℎ

𝑇

𝑒𝑡ℎ

0
= ∫

𝑐𝑝𝜌d𝑇

𝑇

𝑇

0
  

= 𝑐𝑝𝜌[𝑇𝑡+1 ln(𝑇𝑡+1) − 𝑇𝑡+1  − 𝑇𝑡 ln(𝑇𝑡) + 𝑇𝑡]   (4-20) 

To determine the entropy increments Δsdiss and Δscond are determined, an 

analytical analysis is conducted to determine the change of temperature due to heat 

dissipation of plastic work, ΔTdiss, and thermal conduction only, ΔTcond, from time frame 

ti to ti+1.  



www.manaraa.com

 

106 

Like the total thermal energy change, the temperature change is mainly 

determined by the heat dissipation of plastic work and thermal conduction. Hence, the 

temperature increment, dT, can be equivalently divided into the temperature increment 

due to heat dissipation of plastic work, dTdiss, and thermal conduction only, dTcond, as: 

d𝑇 = d𝑇𝑑𝑖𝑠𝑠 + d𝑇𝑐𝑜𝑛𝑑       (4-21) 

where d𝑇𝑑𝑖𝑠𝑠 =
d𝜀𝑑𝑖𝑠𝑠

𝑐𝑝𝜌
. Hence, from time frame ti to ti+1, the change of temperature can be 

rewritten in: 

𝛥𝑇 = 𝑇𝑡+1 − 𝑇𝑡 = ∆𝑇𝑑𝑖𝑠𝑠 + ∆𝑇𝑐𝑜𝑛𝑑     (4-22) 

where ∆𝑇𝑑𝑖𝑠𝑠 =
∆𝜀𝑑𝑖𝑠𝑠

𝑐𝑝𝜌
=

𝛽∆𝜀𝑚𝑒

𝑐𝑝𝜌
. Then, ΔTdiss is equal to: 

∆𝑇𝑐𝑜𝑛𝑑 = 𝛥𝑇 − ∆𝑇𝑑𝑖𝑠𝑠 = 𝑇𝑡+1 − 𝑇𝑡 −
𝛽∆𝜀𝑚𝑒

𝑐𝑝𝜌
    (4-23) 

 

Based on Clausius theorem, dsdiss is associated with the dissipated mechanical 

energy, dediss, and is given as: 

d𝑠𝑑𝑖𝑠𝑠 =
d𝑒𝑑𝑖𝑠𝑠

𝑇
         (4-24) 

where d𝑒𝑑𝑖𝑠𝑠 = 𝑐𝑝𝜌d𝑇𝑑𝑖𝑠𝑠. Then, Δsdiss is given as:  

∆𝑠𝑑𝑖𝑠𝑠 = ∫
d𝑒𝑑𝑖𝑠𝑠

𝑇

𝑒𝑑𝑖𝑠𝑠𝑡+1
𝑒𝑑𝑖𝑠𝑠𝑡

= ∫
𝑐𝑝𝜌

𝑇
d𝑇

𝑇𝑑𝑖𝑠𝑠𝑡+1
𝑇𝑡

  

= 𝑐𝑝𝜌 ln (
𝑇𝑑𝑖𝑠𝑠𝑡+1

𝑇𝑡
) = 𝑐𝑝𝜌 ln (

𝑇𝑡+∆𝑇𝑑𝑖𝑠𝑠

𝑇𝑡
)    (4-25) 

Likewise, Δscond is given as:  
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∆𝑠𝑐𝑜𝑛𝑑 = ∫
d𝑒𝑐𝑜𝑛𝑑

𝑇

𝑒𝑐𝑜𝑛𝑑𝑡+1

𝑒𝑐𝑜𝑛𝑑𝑡
= ∫

𝑐𝑝𝜌

𝑇
d𝑇

𝑇𝑐𝑜𝑛𝑑𝑡+1

𝑇𝑡
  

= 𝑐𝑝𝜌 ln (
𝑇𝑐𝑜𝑛𝑑𝑡+1

𝑇𝑡
) = 𝑐𝑝𝜌 ln (

𝑇𝑡+∆𝑇𝑐𝑜𝑛𝑑

𝑇𝑡
)     (4-26) 

Hereinabove, the volume-specific differential of Helmholtz free energy, df, has 

been formulated from time frame ti to ti+1 to capture the irreversible thermodynamic state 

changes during the drilling process. The considered thermodynamic state changes are 

calculated by the spatially resolved evolution of strain, strain rate, temperature, flow 

stress obtained from FE simulation.  

 

When df is negative and the work material temperature exceeds austenite 

temperature (AC3), the stored dislocation energy is transformed to the interface energy 

during the grain refinement in the WEL. The change of the interface energy is given as: 

∆𝑒𝑎 = 𝜑𝐸𝑠𝑡         (4-27) 

𝐸𝑠𝑡 = ∫(1 − 𝛽) d𝑒𝑚𝑒        (4-28) 

𝐸𝑟𝑒𝑠 = (1 − 𝜑)𝐸𝑠𝑡       (4-29) 

where Est is the stored dislocation energy, Eres is the residual stored dislocation energy, 

and φ is the fraction of the released dislocation energy. It was assumed that this fraction 

is mainly associated with temperature: φ is the maximum of 1 when the temperature is 

equal to the melting point; φ is the minimum of 0 when the temperature is the austenite 

temperature AC3. The austenite temperature was determined as 790 °C for AISI 1060 
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steel from the classic Fe-C binary phase diagram [194]. To simplify the model, φ is 

assumed to be proportional to the temperature and given as: 

𝜑 = 2.457
𝑇

𝑇𝑚
− 1.457  for AC3 < T < Tm   (4-30) 

where all the temperatures were in Kelvin. 

From time frame ti to ti+1, the refined grain size in WEL, dt+1, can be determined 

by the transformation of the stored dislocation energy. Hence, dt+1 is given as: 

𝑑𝑡+1 =
3𝛤𝑔𝑏

3𝛤𝑔𝑏

𝑑𝑡
+∆𝑒𝑎

=
3𝛤𝑔𝑏

3𝛤𝑔𝑏

𝑑𝑡
+𝜑 ∫(1−𝛽)d𝑒𝑚𝑒 

      (4-31) 

Due to the reduction in the stored dislocation energy, the equivalent plastic strain 

and dislocation density should be decreased accordingly. At time frame ti+1, the stored 

dislocation energy Est is associated with the equivalent plastic strain εi+1 before the 

transformation, whereas residual dislocation energy Eres is associated with the adjusted 

equivalent plastic strain εadj after the transformation. From Eqs. (4-17, 27, 28, 29, 30), εadj 

is given as:  

𝜀𝑎𝑑𝑗 = −
𝑝1

2
+ √(

𝑝1

2
)

2

− 𝑝2        (4-32) 

𝑝1 =
𝐴𝐽𝐶(𝑛𝐽𝐶+1)

𝐵𝐽𝐶
 ,  𝑝2 = −

(𝑛𝐽𝐶+1)(1−𝜑)𝐸𝑠𝑡

[1+𝐶𝐽𝐶 ln(
𝜀̇ ̅

𝜀𝑜̇ ̅̅ ̅̅̅)][1−(
𝑇−𝑇𝑟𝑒𝑓

𝑇𝑚−𝑇𝑟𝑒𝑓
)

𝑚

]𝐵𝐽𝐶

  

Then, the dislocation density is adjusted regarding to the change of the plastic strain. In 

this work, the adjusted total dislocation density, ρadj, is assumed to be proportional to 

change of the plastic strain, which is given as: 
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𝜌𝑎𝑑𝑗 = (1 −
𝜀𝑡+1−𝜀𝑎𝑑𝑗

𝜀𝑡+1
) 𝜌𝑡𝑜𝑡        (4-33) 

The final hardness in the WEL can be predicted by Hall-Petch equation [157]: 

𝐻 = 𝐻𝑜 + 𝑘𝐻𝑃𝑑−
1

2         (4-34) 

where H is the microhardness of the material, Ho is the original microhardness of the 

matrix material (as-quenched martensite, 7.88 GPa), d is the grain size in μm, and kHP is a 

material constant of 0.588 fitted from the drilling experimental results reported by 

Todaka et al. [85].  

 

4.2.2 Dynamic Phase Transformation 

To account for the evolution of phase composition of the work material, phase 

transformation kinetics is solved simultaneously in this work with the energy equation at 

each time step during simulations. The initial work material was defined as a 

homogeneous as-quenched martensitic (M) structure. The heating rates were estimated as 

high as ~106 K/s in the top surface layer during the hard machining process [77], which 

prevent martensite from decomposing within the short period of heating cycle illustrated 

by Ding and Shin [38]. Diffusionless reverse martensitic transformation was assumed to 

occur in the top surface layer if the local workpiece temperature during cutting rises 

above the austenite temperature, and the initial as-quenched martensite transforms to 

austenite. The austenite temperature was determined as 790 °C for AISI 1060 steel from 

the classic Fe-C binary phase diagram [194]. During the heating cycle in hard drilling, no 

carbide dissolution needs to be modeled since the initial as-quenched martensite structure 

is quite homogeneous with a high carbon concentration.  



www.manaraa.com

 

110 

As the material temperature begins to drop in the top surface layer, austenite 

transforms to martensite if the cooling rate is fast enough or to bainite if the cooling rate 

is slower. To determine if bainite formation will occur, the current cooling time of a 

material undergoing non-isothermal transformation is compared with the amount of time 

required to begin bainite formation in an isothermal process. Sheil’s Additivity Rule was 

used to discretize the process over a number of time steps, allowing for non-isothermal 

calculations [10]. If the integral in Eq. (4-35) reaches a value of 1 before the temperature 

drops below the martensite formation temperature (Ms), bainite will begin to form given 

in [195]. 

 0

1

t

a

dt

t T
          (4-35) 

where dt is the length of a time-step, ta(T), is the incubation time required for bainite to 

form isothermally at temperature T, and t is the current cooling time of an austenite cell 

in the model. Under the drilling parameters in this study, bainite is not formed because 

the cooling rate is sufficiently fast, thereby avoiding formation of bainite. Once the 

temperature has dropped below Ms, the following equation is used to calculate the 

volume fraction of martensite in the cooling process given in [196]:  

  0.011* 1 sM T

mf f e

 
          (4-36) 

Here 
*f  is the volume fraction of austenite at the time when temperature reaches MS. If 

the cooling rate is sufficiently fast, i.e., no bainite is formed, all austenite that does not 

change into martensite will be considered as retained austenite. MS was estimated to be 

270 °C in this study obtained in [194].  The change of microhardness due to the dynamic 
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phase transformation (ΔhDPT in GPa) can be calculated according to the phase fractions of 

that element given in [10]:  

1

v

DPT i i o

i

h f h h


            (4-37) 

where fi is the fraction of phase i in the element, ho is the initial bulk microhardness, hi is 

the hardness of phase i, and v represents the number of present phases in the element.  

The material below the top surface layer is subjected to tempering for the peak 

temperature between 250 °C and the lower critical temperature of 727 °C given in [195]. 

In this region, martensite can further decompose to ferrite and cementite during the 

tempering process. The higher the workpiece temperature (still below 727 °C), the more 

of original martensitic structure will revert to a ferrite-cementite mixture and 

consequently strength and hardness will fall progressively, while the toughness and 

ductility increase. The change of hardness due to tempering (ΔhTemper in GPa) depends on 

the heating history and can be estimated by   

6 2 33.097 10 2.248 10 0.17Temper P Ph T T             (4-38) 

where Tp is the peak temperature in the tempered layer.  Microhardness of the martensite 

and retained austenite were adopted as 64 HRC (≈7.946 GPa) and 17 HRC (≈2.256 

GPa) [106], respectively. 

During the phase transformation in the drilling process, an additional strain is 

induced by the microstructure evolution along with mechanical and thermal strains. The 

phase transformation also produces transformation-induced plasticity.  This can be 
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represented analytically by adding a separate strain component to the total strain function.  

Hence, the total strain increment (Δε) for a steel undergoing the solid-state phase 

transformation can be written as the sum of individual components of the strain as 

follows given in [196]. 

E P T V TrP                  (4-39) 

where ΔεE, ΔεP, ΔεT, ΔεΔV, and ΔεTrP represent the strain increments due to elastic, plastic, 

thermal, volumetric dilatation and transformation-induced plasticity, respectively. The 

elastic strain increment ΔεE is calculated using the isotropic Hook’s law. The rate-

independent constitutive models given in the following are used for the plastic strain 

increment of ΔεP. The thermal strain increment ΔεT is computed using the coefficient of 

thermal expansion. When a given volume in a workpiece undergoes the transformation 

from one phase to another, the microstructural pattern transforms. For example, the 

austenite changing to martensite will transform from a face-centered cubic structure to a 

body-centered tetragonal structure, thereby dilating the volume. The strain increment due 

to this volumetric dilatation is given in [197] 

1

3

V V
f

V
  

            (4-40) 

where the percent volume change ΔV/V due to phase transformation from one phase to 

another and Δf is the change in phase fraction during the time increment.  The percent 

volume change from the austenite to martensite (ΔV/Vγ-M,) was determined to be 1.026% 

[10]. The formation of martensite induces the transformation plasticity, which is also 

produced when dilatational strains interact with the already-existing stress field [196]. It 
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has been reported that transformation plasticity produces a mechanical effect on the 

stresses and strains equivalent to that induced when the yield stress of the steel is reduced 

by a certain extent over the phase transformation temperature range given in [198]. A 

reduction of 30 MPa in flow stress can represent the mechanical effect of transformation 

plasticity via the formation of martensite [196]. This simplified approach was employed 

in this work to incorporate the transformation plasticity into the FE model.   

 

4.3 Multi-step Finite Element Modeling of Drilling Process 

The metallo-thermo-mechanically coupled material model was implemented in an 

FE simulation to simulate the formation of a WEL and nanocrystallization during hard 

drilling. The microstructural analysis conducted in this work was based on a previously 

published experimental study by Li et al. [86]. The drilling experiment used the hardened 

AISI 1060 steel (Fe-0.56wt.%C) as the work material, during which cutting speed of 60-

100 m/min and feed of 0.01-0.10 mm/rev were applied. The process conditions are listed 

in Table 4.3. 

 

Table 4.3 Experimental conditions for drilling of AISI 1060 steel [86]. 

Test 1 2 3 4 5 

V (m/min) 80 60 100 80 80 

f (mm/rev) 0.05 0.05 0.05 0.01 0.1 

 

It is well-known that the drilling process is too difficult and expensive to be 

directly simulated with the current numerical solutions. Numerous efforts have been 
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carried on to explore different schemes to predict the thermal and mechanical response 

during the drilling process [199–201]. In these schemes, the heat source was modeled by 

integrating the heat flux on a series of small partitions along the cutting lip of the drill bit. 

Nowadays, it has been widely accepted the cutting action along the cutting lips of a drill 

bit can be interpreted as occurring within a series of oblique sections, in which the rake 

and inclination angles vary radially along each lip [202]. However, these aforementioned 

models are not fully thermomechanically coupled, and did not consider the mechanism of 

grain refinement in the formation of white layer, although ultrafine grain structures have 

been widely observed in the near-machined surface layers.  

With the development of numerical modeling, a 3D thermomechanically coupled 

FE model for drilling processes is available with some commercial FE simulation 

software packages, e.g., AdvantEdgeTM. However, due to issues of computational cost 

and some unavailable required features for a 3D drilling simulation, a multi-step FE 

modeling approach is developed in this work to simulate the surface and subsurface 

microstructural change during the hard drilling process using commercial FE simulation 

software of AdvantEdgeTM 6.4 and ABAQUS 6.12. 

In the 3D drilling FE simulation, the steady-state solutions in the workpiece 

domain were simulated; these included torque, thrust force, stress, strain, and 

temperatures in the tool or chip. Then, the temperature and stress fields were extracted 

from the uncut workpiece domain ahead of the cutting edge and were imported to the 

subsequent 2D FE analysis using ABAQUS. In this step, the thermally driven phase 

transformation and grain refinement were not modeled due to the coarse mesh on the 

drilled surface. These phenomena were simulated in the subsequent 2D FE orthogonal 
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cutting simulation using ABAQUS with a very fine mesh in the deformation zone and on 

the machined surface.  

In the 3D drilling simulation using AdvantEdge™, the microstructure of the work 

materials was assumed to be as-quenched martensite. The JC model of as-quenched 

martensite was converted to three equations of strain hardening, rate sensitivity, and 

thermal softening with the power law in order to simulate the material flow stress. The 

carbide tool material was selected from the tool material library of AdvantEdge™. To 

obtain the steady-state solutions effectively, the 3D drilling simulations were started with 

an initial axial depth of 4 mm and continued for 1000° of tool rotation, i.e., 2.78 

revolutions. A typical procedure to export the steady-state solution from AdvantEdge™ 

is shown in Figure 4.6. After the 1000° of tool rotation, the stable chip temperature 

distribution, as shown in Figure 4.6a, and the stable histories of torque and thrust force, 

as shown in Figure 4.6b, indicated that the steady state of the drilling process had been 

reached. Then, at the final frame of the 3D drilling simulation, the simulation domain was 

cross-sectioned at the end of cutting lip on a horizontal plane A-A, as shown in Figure 

4.6c. A typical steady-state temperature distribution on the section plane A-A is shown in 

Figure 4.6d, and the temperature distribution near the deformation zone is shown in 

Figure 4.6e. The temperature and stress fields were extracted in the uncut workpiece 

domain ahead of the cutting edge, as labeled in Figure 4.6e, and the uncut chip thickness 

was estimated as 0.1 mm for the reduced 2D orthogonal cutting simulation.  
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Figure 4.6 3D FE drilling simulation with AdvantEdge™: (a) 3D steady state temperature 

distribution; (b) histories of torque and thrust force; (c) the level of the cross section of 

3D simulation domain; (d) a typical steady-state temperature distribution on the section 

plane A-A; e) a zoom-in temperature distribution near the deformation zone. 

 

In ABAQUS, the coupled Eulerian-Langrangian (CEL) model was set up as 

shown in Figure 4.7. The arbitrary-Lagrangian–Eulerian (ALE) technique was used in the 

whole workpiece domain. During simulation, material flows into the workpiece mesh 

from the left inlet surface, passes the region around the tool tip, and exits the simulation 

domain from the right outlet surface and the very top surface of the workpiece domain 

representing the chip. The ALE adaptive mesh velocity constraints were applied to 

confine the spatial motion of the mesh. The steady-state temperature and stress fields 

A-A

A A

Torque

Fz

Steady state 
reached

Extract the temperature & stress 
fields in the uncut workpiece 
domain to import to ABAQUS

b.a.

d.

Frictional 
heat flux

A-A

The level of a 
cutting lip end 

Steady state 
reached

c.

e.

e.



www.manaraa.com

 

117 

were imported from the previous 3D simulation and were defined as Eulerian boundary 

conditions in the material flow inlet. A uniform distributed frictional heat flux was 

applied on the machined surface to simulate the accumulated heat effect of rubbing 

between drill bit flutes and the machined surface. The element size near the machined 

surface was set to 2 μm along the Y-direction. The applied frictional coefficient at the 

tool-chip interface was 0.4. A long length of 5 mm cut was simulated to ensure that the 

steady states were reached for the chip morphology, mechanical, thermal, and 

metallurgical field solutions. Other physical properties of AISI 1060 steel used in the 

simulations are listed in Table 4.4. 

 

Figure 4.7 ABAQUS model configuration for the 2D CEL orthogonal cutting simulation. 
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Table 4.4 Physical properties of AISI 1060 steel [203]. 

Property Data 

Elastic modulus, E (GPa) 200 

Density, ρ (kg/m3) 7870 

Magnitude of Burger’s Vector (nm) 0.248 

Poisson ratio, ν 0.29 

Thermal expansion, α (μm/m·°C) 11 

Thermal conductivity, k (W/m·K) 51.9 

Specific heat, Cp (J/kg·K) 472 

 

A user-defined material subroutine of VUHARD was developed for AISI 1060 

steel in FORTRAN as required by ABAQUS. During the simulation, material subroutines 

were called at each node within the workpiece domain to update the state variables and 

user-defined metallurgical variables. The MTM coupled grain refinement model was 

implemented to simulate the formation of the WEL and the grain refinement in the WEL 

based on the evolution of dislocation density, phase constituents, and the irreversible 

thermodynamic state changes. 

 

4.4 Simulation Results and Discussions 

Simulation results of Test-1 are presented in this section to show the model’s 

capability and the validation of the second-step 2D CEL orthogonal cutting simulation 

using ABAQUS. Figure 4.8 shows the simulated steady-state distribution of temperature, 

equivalent plastic strain, dislocation density, and grain size. As shown in Figure 4.8a, the 

peak temperature was predicted to be about 921 °C at the tool-chip interface. The peak 
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temperature on the machined surface is near the deformation zone, which was about 868 

°C and higher than AC3. As shown in Figure 4.8b, large plastic strains were mainly 

distributed in the chip and surface layers of the machined surface. From the zoom-in 

view, very large strain gradients can be observed near the machined surface. As shown in 

Figure 4.8c, dislocations accumulated with the plastic deformation through the primary 

deformation zone into the chip or machined surface. However, the distribution of 

dislocation density did not follow the same trend as the distribution of plastic strain, 

which usually can be observed for an SPD process under cold working conditions. In the 

chip, the peak dislocation density did not occur in the secondary deformation zone along 

the chip-tool interface or the machined surface, where the material usually undergoes 

much more SPD. Instead, peak dislocation density was obtained in the domain near the 

free surface of the chip, which is a less deformed domain than the secondary deformation 

zone or the machined surface. The dislocation density distribution in the machined 

surface can be seen in the zoom-in view shown in Figure 4.8c. A higher dislocation layer 

was obtained below the topmost surface layer in the machined surface, which was also a 

different distribution from the gradient of plastic strain, as shown in Figure 4.8b. Even 

with a lower dislocation density, the simulated minimum grain size was about 10 nm in 

the secondary deformation zone along the chip-tool interface, as shown in Figure 4.8d. 

As shown in the zoom-in view, the simulated minimum grain size was about 39 nm in the 

topmost surface layer with a relatively lower dislocation density.  
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Figure 4.8 Test-1 simulation results: (a) temperature, (b) equivalent plastic strain, (c) 

dislocation density, and (d) grain size. 
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A quantitative assessment of the simulation results was performed on the plastic 

strain, total dislocation density, and grain size along a vertical path defined in ABAQUS, 

as shown in Figure 4.8b. Figure 4.9a shows the simulated depth profiles of shear strain, 

total dislocation density, and grain size. The FE simulation results showed high shear 

strains of 7.86-0.9 within the topmost layer of 10 µm in the machined surface, whereas 

the shear strain gradually decreased to 0.18 at the depth around 20 µm. With the increase 

of shear strain from the depth around 20 µm to the machined surface, the simulated 

dislocation density increased from 2.13×1014 m-2 to its peak value of 9.1×1014 m-2 at the 

depth around 5 µm, then gradually decreased to 6.6×1014 m-2 on the machined surface. 

The inflection point occurred at the depth around 5 µm was the result of the significant 

annihilation of dislocations due to dynamic recovery and DPT within this domain. The 

nanocrystalline grain size of 39 nm was predicted on the machined surface. The grain 

size increased to 240 nm at the depth around 5 µm, where the inflection point of the 

dislocation density was predicted. Then, the grain size gradually increased to the level of 

1 µm at the depth around 33 µm.  

The FE simulation results were validated by comparing the depth profiles shown 

in Figure 4.9a with the hole surface microstructure shown in the SEM and TEM 

micrographs in Figure 4.9b-c, which were obtained from a cross section perpendicular to 

the hole axis. As shown in Figure 4.9b, a sharp boundary between the WEL and the 

microstructure beneath it was found at the depth around 10 µm, corresponding to the start 

of the drastic increase of shear strain as shown in Figure 4.9a. Figure 4.9c shows the 

TEM micrographs at two locations in the WEL. These two locations corresponded to the 

nanocrystalline layer and the UFG layer in the WEL, which were labeled by “A” and 
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“B,” respectively, in Figure 4.9b. As shown in the TEM micrographs, the dislocation 

density in Location A was obviously lower than that in Location B. This FE simulation 

consistently captured the inflection point occurring at the depth around 5 µm, as shown in 

Figure 4.9a, even though the shear strain in Location A was much higher than that in 

Location B. The predicted grain sizes at the depths similar to Locations A and B were 

close to the TEM observations, as shown in Figure 4.9c. Also, the predicted 

nanocrystalline layer thickness was about 2.5 µm, which was very close to the 

nanocrystalline layer thickness of 2.77 µm reported by Li et al. [86]. Hence, this newly 

developed MTM coupled grain refinement model successfully captured the formation of 

nanocrystalline and UFG structures in the WEL during drilling of hardened steels due to 

the combined effects of dynamic recovery in SPD and DPT. 
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Figure 4.9 The comparison of (a) simulated profiles of shear strain, total dislocation 

density, grain size along the penetration with the (b) SEM and (c) TEM micrograph near 

surface of a hole in Test-1 (original micrographs adapted from Li et al. [86]). 
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at the depth around 15 µm, and it gradually increased to the original hardness of the 

matrix material of as-quenched martensite at the depth around 64 µm. This softened layer 

with 15-64 µm corresponded to the tempered martensite layer as shown in Figure 4.10b. 

The simulated depth profile of microhardness agreed very well with the microhardness 

measurement reported by Todaka et al. [85]. As shown in Figure 4.10c, the 

microhardness increased to as high as 11.3 GPa in the WEL. Then, it dropped to 5-6 GPa 

within the 15-25 µm below the surface, which was even lower than that of the as-

quenched martensitic matrix material. With the increase in the depth, the hardness was 

restored to that of the matrix material.  

 

Figure 4.10 Predicted microhardness profile and transformed phases near the hole surface 

for Test-1: (a) the predicted microhardness profile; (b) the predicted phase distribution; 

(c) experimental measurement of microhardness (original images adapted from Todaka et 

al. [85]). 
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Figure 4.11 shows a series of exemplary visualizations to illustrate the grain 

refinement kinetics to form the nanocrystalline and UFG structures in the WEL based on 

the thermodynamic irreversibility. The distribution of Helmholtz free energy (df) near the 

deformation zone is shown in Figure 4.11a. The minimum of Helmholtz free energy was 

obtained in the primary deformation zone, and the maximum was observed on the 

machined surface below the tool tip. Figure 4.11b-c showed the distributions of two 

entropy terms s·dT and T·ds, which is the formulation to calculate df. The distributions of 

both entropy terms showed maximums in the primary deformation zone. Hence, the most 

entropy was generated in the primary deformation zone, where the irreversible processes 

occurred, including plastic deformation, grain refinement and dynamic phase 

transformation. In addition, the minimums of both entropy terms were located on the 

machined surface, which was the same position as that of the maximum of df. Compared 

with the temperature distribution as shown in Figure 4.11d, it can be observed that the 

particular location on the machined surface corresponded to the location on the machined 

surface subjected to a drastic temperature drop due to the end of the frictional contact 

with the cutting tool. This finding indicated that the heat dissipation and material thermal 

loadings had a significant impact on the Helmholtz free energy.  
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Figure 4.11 Typical FE simulated distributions near the primary deformation zone: (a) 

Helmholtz free energy; (b) the entropy term of s·dT; (c) the entropy term of T·ds; (d) 

temperature.  

 

The influence of the cutting speed and feed on the thickness of the white layer of 

a drilled hole was studied.  Figure 4.12a shows the effect of cutting speed on the 

nanocrystalline white layer thickness for cutting speeds of 60, 80, and 100 m/min and a 

constant feed of 0.05 mm/rev. A higher cutting speed can form thicker nanocrystalline 

white layers due to more severe heat generation. The thickness of the nanocrystalline 

white layer increased from 8 to 15 µm by 87.5% as the speed increased from 60 to 100 

m/min, corresponding to the simulated peak surface temperature increase from 950 to 

1,107 °C. Figure 4.12b shows the comparison of feed effect on the nanocrystalline white 
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layer thickness. The feed varied from 0.01 to 0.10 mm/rev with a constant cutting speed 

of 80 m/min. Greater feeds can form thicker nanocrystalline white layers in the tests. The 

thickness of the nanocrystalline white layer increased from 7.5 to 13 µm by 73.3% due to 

the greater heat generation as the feed increased from 0.01 to 0.1 mm/rev. 

 

 

Figure 4.12 Effects of drilling parameters: (a) cutting speed and (b) feed. 
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hardened steels. Dynamic recrystallization, especially for the conventional discontinuous 

dynamic recrystallization induced by thermal diffusion, should not be the mechanism for 

grain refinement in a UFG or even nanocrystalline structure in the WEL. 

A metallo-thermo-mechanically coupled grain refinement model was developed 

to predict the surface nanocrystallization and WEL formation during the machining of 

hardened steels associated with evolution of dislocation density and thermally driven 

phase transformation. In this model, a new kinetics was developed to capture the 

formation of a nanocrystalline structure in the WEL based on the thermodynamic 

irreversibility in the work material during the machining process. This metallo-thermo-

mechanically coupled grain refinement model was implemented in an FE analysis of a 

drilling process of hardened AISI 1060 steel. An efficient multi-step FE model was 

developed for the drilling process, including a 3D drilling simulation using AdvantEdge™ 

and a 2D CEL orthogonal cutting simulation using ABAQUS. This model successfully 

captured the WEL formation and surface nanocrystallization during the drilling process 

of hardened AISI 1060 steel. The analysis based on the thermodynamic irreversibility 

may establish a new theoretical approach to evaluate the physics of surface 

nanocrystallization during the machining of hardened steels. 
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CHAPTER 5.  

DISCONTINUOUS DYNAMIC RECRYSTALLIZTION SIMULATION USING 

CELLULAR AUTOMATON 

As concluded in Chapter 4, dynamic recrystallization does not contribute to 

machined surface nanocrystallization or white etching layer formation during hard 

machining of steels. However, for bulk work materials subjected to severe plastic 

deformation at elevated temperatures, extensive experimental observations have provided 

direct evidence to support discontinuous dynamic recrystallization as the major 

microstructure evolution mechanism.  

In this chapter, a new dislocation density-based cellular automaton model is 

developed for the first time to simulate microstructure evolution of bulk materials during 

dDRX-dominated SPD processes. Multiple microstructure evolution mechanisms, 

including severe plastic deformation, dynamic recovery, discontinuous dynamic 

recrystallization, and thermally driven grain growth, were coupled in the CA model.  

Two SPD processes were studied using CA simulations, namely, orthogonal 

cutting and ultrasonic welding. The machining microstructure modeling analysis, as 

presented in Chapters 3 and 4, focused on grain refinement and white etching layer 

formation on the machined surface. In the orthogonal cutting case study, recrystallized 

grains by dDRX were observed within the bulk work material followed by a 

thermomechanical relaxation stage. The microstructure evolution mechanisms inside the 

chip material were directly simulated using CA method based on dislocation density 

evolution.  



www.manaraa.com

 

130 

For the ultrasonic welding case study, the same set of experiments presented in 

Chapter 2 were simulated. The microstructure modeling analysis presented in Chapter 2 

employed empirical relationships, such as the Zener–Hollomon equation and the Hall-

Patch equation, to predict final bulk material microstructures, omitting the highly 

dynamic ultrasonic loading at 20 kHz and non-equilibrium dislocation dynamics during 

the ultrasonic welding process. In this chapter, a high-fidelity finite element-based 

numerical approach is developed for the first time to simulate dynamic material response 

under the 20-kHz horn vibration during ultrasonic welding. Using these dynamic 

responses, a direct simulation of the microstructure evolution inside the bulk material was 

performed using a CA method based on dislocation density evolution.  

 

5.1 Review of Microstructure Simulation for dDRX in SPD Processes 

Discontinuous dynamic recrystallization has been identified as the major 

microstructure evolution mechanism for the bulk material during SPD processes, e.g. 

ultrasonic welding of Cu [143] and orthogonal cutting of Al alloy 1100 [26]. There have 

been a significant number of researches on DRX in the SPD manufacturing processes. 

However, existing finite element-based SPD process models are inadequate because the 

process-microstructure relationship is traditionally modeled in an uncoupled manner, 

which relies on tabular databases and is unable to adequately capture the implicit, 

dynamic, non-equilibrium nature of the SPD processes. As reviewed in Section 1.3, 

phenomenological material constitutive models and empirical relationships, such as 

Zener–Hollomon equation and Hall-Patch equation, were implemented in these FE 
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modeling work [17–23] to predict final bulk material microstructure, which were unable 

of simulating the dynamic process of recrystallization.  

In last two decades, the CA method has been used to simulate the microstructure 

evolution governed by DRX during hot forming processes of various metals, e.g., carbon 

and alloy steels [204–212], copper [213–219], magnesium alloys [220–222], and titanium 

alloy [223,224]. However, all these previous researches focused on the process conditions 

under a constant temperature and a constant low or quasi-static strain rate. Nonetheless, 

the development of CA technique has provided the capability of simulating the DRX 

process during SPD manufacturing processes under dynamic high-gradient 

thermomechanical loadings. In this chapter, the dislocation density-based numerical 

framework presented in Chapter 3 was integrated with the CA method to simulate the 

microstructure evolution under dynamic and high-gradient thermomechanical loadings 

during SPD processes.  

 

5.2 Microstructure Evolution Modeling and Numerical Implementation using CA 

In this work, the CA model was developed in MATLAB to simulate the 

microstructure evolution inside the bulk work material subjected to severe plastic 

deformation under elevated temperature and high strain rates. To capture the whole 

microstructure evolution procedure, a CA simulation consists of three stages: (1) 

generation of initial grain structure prior to the SPD process; (2) plastic deformation 

process; and (3) thermomechanical relaxation stage. The numerical framework of this CA 

model was developed by adopting the method presented by Ding and Guo [217], which 
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was applied to simulate the microstructure evolution of copper during a quasi-static hot 

forming process.  

To construct the initial grain structure prior to the deformation process, average 

grain size and the total number of grains in the simulation domain are determined based 

on the experimental measurements of workpiece microstructures. The simulation domain 

is discretized into an array of equally spaced square lattice cells. In the initialization step, 

multiple CA cells are randomly picked as the nucleation sites for initial grains. The total 

number of these CA cells is equal to the previously determined total number of initial 

grains. Each nucleus included the picked CA cell and its neighbours. In this study, the 2D 

von Neumann’s neighbouring rule was used, which defines the eight surrounding cells in 

a 2D Cartesian grid as the neighbours. Hence, each nucleus includes nine CA cells. This 

definition was achieved by assigning specific values to the following two state variables 

at each CA cell: 

 Variable A - Grain orientation: an integer variable stands for the unique 

orientation of each grain. This variable is the same for all the cells within one 

grain. For each nucleus, a random non-zero positive integer is assigned to 

Variable A of all nine CA cells, whereas integer 0 is assigned to the rest 

simulation domain. 

 Variable B - Index of grain boundary cells: an integer variable to distinguish a 

cell in the grain interior from a cell on the grain boundary. In this model, 

integer 1 is assigned to the eight surrounding CA cells, whereas integer 0 is 

specified for the center CA cell. 
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During the initialization, nuclei grow following a normal grain growth algorithm, where 

boundary motion is driven only by local curvature of the grain boundary. The initial 

structure is completely constructed as soon as the driving force reaches zero, i.e., positive 

Variable A populates over the whole simulation domain.  

The microstructure simulation starts with the second stage deformation process. 

The following describes several basic assumptions implemented in this CA model for the 

microstructure evolution during the deformation process: 

(1) A homogenous material structure without any crystalline defect is assumed as the 

initial condition. Grain rotation is not considered in this numerical model.  

(2) Grain boundary energy based on the evolution of dislocation density is considered 

as the major driving force of recrystallization. Effects of elastic strain energy and 

surface energy are not considered in this model.  

(3) dDRX is considered as the major recrystallization mechanism in this study. Grain 

nucleation happens only at the grain boundary including primary grain boundary 

and recrystallized grain boundary, and occurs as the dislocation density reaches the 

critical value. The critical value of dislocation density depends on the process 

thermomechanical loading conditions. It is assumed newly recrystallized grains 

have a low level of dislocation density. 

(4) The process thermomechanical loading is uniformly distributed over the whole 

simulation domain, since only a small area, typically less than 500×500 µm2 in size, 

is considered in this study. 
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The primary state variables are defined at each CA lattice cell as the following: 

 Variable A - Grain orientation: an integer variable stands for the unique 

orientation of each grain, which is randomly generated during the formation of 

initial structure and dDRX nucleation. The value of this variable is the same 

for all the cells within one grain. 

 Variable B - Index of grain boundary cells: an integer variable to distinguish a 

cell in the grain interior from a cell on the grain boundary. In this model, it 

was set to 0 and 1 for the cell in the grain interior and the cell on the grain 

boundary, respectively.  

 Variable C - Total dislocation density: a double floating-point variable stands 

for the total dislocation density. A uniform initial dislocation density is 

defined over the initial grain structure.  

 Variable D - Index of recrystallized grains: an integer variable with an initial 

value of zero for the primary matrix grains. For each recrystallized grain, this 

index is updated when its nucleus is formed in sequence. The maximum of 

this label is the total amount of recrystallized grains. 

 

The evolution of material dislocation density greatly influenced the nucleation, 

dDRX and grain growth. Hence, the total dislocation density (Variable C) played the 

most important role in this CA microstructure evolution simulation. The dislocation 

density of work material evolves as it undergoes work hardening and dynamic recovery 

(softening), sometimes simultaneously, during a deformation process. In this framework, 

the internal state variables are used to evaluate the dislocation generation due to plastic 
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deformation, dislocation annihilation by dynamic recovery, and interaction between the 

dislocation cell interiors and cell walls, as detailed by Eqs. (3-3 to 3-9) in Section 3.3. 

The dislocation density evolutions at the cell interiors and cell walls are subjected to the 

comprehensive process loading conditions, which will be obtained from the finite 

element-based process simulations. 

The occurrence of nucleation during DRX is determined based on the 

accumulation of dislocations. As the dislocation density in deformed work material 

reaches a critical dislocation density, nuclei will start to form on grain boundaries for 

DRX during the thermomechanical process [52,74,225–227]. The value of this critical 

level depends on the loading conditions, such as temperature and strain rate [215,217]. 

Roberts and Ahlblom [228] modeled the critical dislocation density and assumed the 

subgrain size as the dislocation mean-free path. In prior CA models for DRX during low-

strain rate or quasi-static hot working processes, the subgrain size was estimated based on 

the steady-state creep stress [229]. Considering the dynamic thermomechanical loadings 

during ultrasonic welding and orthogonal cutting, the dislocation mean free path was 

estimated using the dislocation cell size d in this model. The critical dislocation density 

ρcrit is given as: 

1/3

crit 2

20

3

 




 
   
 

&
gb

gbbdM
        (5-1) 

where Γgb is the grain boundary energy, Mgb is the grain boundary mobility, and ξ is the 

dislocation line energy. These are given by [217]: 
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where G is shear modulus, θm is misorientation for a high angle boundary (assumed as 

15°), ν is Poisson's ratio, Kb is the Boltzmann constant, T is temperature in Kelvin, δ is 

the grain boundary thickness of the material, Dob is the grain boundary self-diffusion 

coefficient at 0 K, Qb is activation energy of grain boundary self-diffusion, R is the ideal 

gas constant, and c1 is a material parameter.  

As dislocation density ρtot exceeds ρcrit, the nucleus of dynamic recrystallized 

grains can be formed on the pre-existing grain boundaries subjected to a probabilistic 

transformation rule to ensure a random distribution of DRX nucleus. A random number P 

(0≤P≤1) is assigned on the grain boundary cells, and compared with the nucleation 

probability, Pnuc. For P less than Pnuc, the cell becomes a dDRX nucleus, and all the state 

variables are updated accordingly. Otherwise, the cell maintains in the original grain 

without any change of state variables. Pnuc is given as [217]: 

nuc CAP n t S  &        (5-5) 

where Δt is the time increment and SCA is the area of a lattice cell. For square cells in this 

study, SCA = LCA
2, where LCA is a single cell length. The dDRX nucleation rate, 𝑛̇, is a 

function of the activation energy for deformation (Qact) given by [217]: 
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 2n( , ) exp  && &
actT c Q RT        (5-6) 

where c2 is a material parameter. Once this transformation rule is satisfied, the ρc and ρw 

will be reset to ρco and ρwo at the nucleation sites, i.e., a strain-free level. If the plastic 

strain is continuously increased, the dislocation density also increases due to the 

accumulation of dislocations during the further plastic deformation. 

Grain growth at the nucleation sites is usually driven by reduction of the total 

grain boundary energy. A key gradient of dislocation energy presents due to the 

heterogeneity of dislocation density near the recrystallized grain. The grain boundary 

tends to move from the recrystallized grain with a low dislocation density to the adjacent 

matrix grain with a high dislocation density. For a certain recrystallized grain, the grain 

growth rate (V) is given by [217]: 

gbV M F          (5-7) 

where F is the growth driving force per unit area of the recrystallized grain, which is 

given by [217]: 

, ,DRX( ) -  2tot m totF r           (5-8) 

where ρtot,DRX and ρtot,m are the total dislocation density of this recrystallized grain and its 

adjacent matrix grains, respectively; r is the radius of this recrystallized grain; Γ is the 

grain boundary energy between this recrystallized grain and its adjacent matrix grain. Γ is 

given by [217]: 
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where θ is the orientation difference between this recrystallized grain and its adjacent 

matrix grains. Then, the grain boundary migration distance, LG, is determined by: 

GL V t           (5-10) 

and the radius of this recrystallized grains r is given as [211]: 

DRX CAr N S           (5-11) 

where NDRX is the total number of the CA cells held by this recrystallized grain. As the 

grain growth rate V is reduced to zero, the grain growth stops. The recrystallization 

progress is captured by the volume fraction of recrystallized grains, XRX: 

RX
RX

X Y

N
X

N N



        (5-12) 

where NRX is the total cell number in recrystallized grains, and NX and NY are the total cell 

numbers along X-axis and Y-axis, respectively, in the 2D simulation domain.   

CA grain growth will continue evolve following the grain growth kinetics in Eqs. 

(5-7, 8, 9), even as the deformation process stops. During this cooling stage, the 

workpiece material undergoes thermomechanical relaxation process, while recrystallized 

grains grow until the driving force F reduces to zero. Notably, the time duration for the 

cooling stage can be significantly longer than the deformation process duration, even as 

the simulation domain and spatial resolution remain the same. 
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The flowchart as shown in Figure 5.1 summarizes the principle of the numerical 

implementation of the CA microstructure simulation under the complex dynamic 

thermomechanical loading for SPD processes. The dynamic process thermomechanical 

loadings are obtained and extracted from FE-based process simulations.  
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Figure 5.1 CA simulation flowchart. 
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5.3 Case Study I: Orthogonal Cutting of AA 1100 

For the first case study of orthogonal cutting, recrystallized grains by dDRX were 

observed within the bulk work material processed by orthogonal cutting followed by a 

thermomechanical relaxation stage. The microstructure modeling analysis developed in 

this section is based on a previously published orthogonal cutting experimental study of 

aluminium alloy 1100 (AA 1100) by Ni et al. [26]. During their experiments, ceramic 

cutting tool inserts with a rake angle of -5° were used at a cutting speed of 0.6 m/s and a 

feed of 0.3 mm/rev. Both dry and wet cutting conditions were applied. To investigate the 

transitional microstructure change inside the bulk material during cutting, these 

orthogonal cutting tests were stopped as they reached the steady state, and the work 

material ahead of the tool tip was obtained for microstructural analysis.  

By quickly stopping (freezing) the cutting process, the cutting deformation 

process stopped, while the workpiece material microstructure continued to evolve during 

thermomechanical relaxation. Very fine equiaxed grains about 50 nm in size were found 

in the cutting primary deformation zone, which were considered as the newly formed 

nuclei during the recrystallization process. Under a dry cutting condition, the grains in the 

secondary deformation zone were found to have experienced significant thermally driven 

grain growth, due to more dissipated heat induced by the friction at tool-chip interface. 

Under the wet cutting condition, thermally driven grain growth was suppressed in the 

secondary deformation zone due to the combined effects of lubrication and cooling.  

The microstructure evolution mechanisms of the above process, including both 

orthogonal cutting and thermomechanical relaxation stages, were directly simulated 
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inside the chip material, particularly near the primary and secondary deformation zones, 

using CA method based on dislocation density evolution. 

A 2D CA model is developed for the first time to model microstructure evolution 

during orthogonal cutting of AA 1100. Prior to the CA simulation, the dynamic 

thermomechanical loadings of work material induced by various orthogonal cutting 

conditions are firstly simulated by a FE-based cutting model. Multiple mechanisms of 

microstructure evolution are coupled through dislocation density dynamics in the CA 

model including SPD, dynamic recovery, DRX, and thermally driven grain growth. As 

shown in Figure 5.2, the microstructures at two selected locations were simulated in this 

study: location A in the primary deformation zone, and location B in the secondary 

deformation zone. 

 

 

Figure 5.2 Optical micrograph of AA 1100 (original image adopted from Ni et al. [26]). 
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5.3.1 FE Cutting Process Simulations 

A 2D FE model was developed using AdvantEdge™ to evaluate the dynamic 

thermomechanical loadings at steady state during the cutting process. A 12 mm length of 

cut was simulated to achieve the steady state status. The Johnson-Cook model of AA 

1100 [230] and the silicon nitride-based ceramic tool material was applied in the 

AdvantEdge™ model. The coolant heat transfer coefficient was determined as 1500 

W/m2-K by a cutting simulation with immersed coolant enabled. The coefficient of 

friction was determined as 0.5 and 0.3 for the dry cutting and wet cutting, respectively. 

Figure 5.3 shows the simulated steady-state distributions of temperature and strain rate 

from the AdvantEdge™ simulation for the cutting stage. In a dry cutting simulation, the 

temperature was slightly above 100 °C at location A near the bottom of shear zone, 

whereas it could be as high as 247 °C for location B on the chip surface. For strain rate, it 

was about 1500 s-1 and 5200 s-1 at A and B, respectively. Due to the high cutting speed, 

the simulated plastic deformation was finished within 1 ms. Within this short duration, 

temperature was rapidly increased to the peak temperature, and the strain rate increased 

to the peak value but dropped to zero rapidly. The recrystallization process is unlikely to 

be finished within this short duration. Hence, the temperature history during cooling stage 

should also be considered. To obtain the temperature history during the cooling stage, an 

implicit ABAQUS heat transfer analysis was conducted to simulate the cooling 

temperature history under a natural convection. The steady-state cutting temperature 

distribution simulated by AdvantEdge™ was then imported into ABAQUS as the initial 

condition for the cooling stage simulation.  
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Figure 5.3 Steady-state dry cutting simulation: (a) temperature; (b) strain rate. 

 

5.3.2 CA Simulation Results and Discussions 

The formation of recrystallized microstructures in the primary (location A) and 

secondary (location B) deformation zones shown in Figure 5.2 is simulated using the CA 

simulations. Table 5.1 lists the simulation conditions. The thermomechanical loading 

histories during both cutting and cooling stage were extracted at each location from the 

corresponding FE simulations. All the CA model parameters are given in Table 5.2, and 

the material physical properties are given in Table 5.3.  

Table 5.1 CA simulations. 

No. Location Coolant Simulation domain (μm2) LCA (nm) 

A1 A No 4×2 10 

A2 B No 20×10 50 

A3 B Yes 4×2 10 

 

Table 5.2 Model parameters for microstructure evolution model of AA 1100 [35]. 

𝜶∗ 𝜷∗ ko 𝜸̇𝒐 𝒇𝒐 𝒇∞ MT 𝜸̃𝒓 Kd c1 c2 

0.061 0.011 6.3-7.8 6000 0.25 0.06 3.06 3.2 30 5  1e28 

a) b)
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Table 5.3 Material physical properties of AA 1100 [231–233]. 

E 

(GPa) 

G 

(GPa) 
ν 

b 

(nm) 

ρ 

(kg/m3) 

Tm 

(°C) 

α (10-

6/°C) 

kc 

(W/m·°C) 

cp 

(J/kg·°C) 

Qact 

(kJ/mol) 

Qb 

(kJ/mol) 

δDob 

(m3/s) 

68.9 26 0.33 0.286 2710 660 23.6 222 896 142 82 5e-14 

 

Figure 5.4 shows the simulated microstructures from the CA model and compares 

the simulation results with the experimental results from Ni et al. [26]. Under the dry 

cutting condition, different microstructures were simulated in the primary and secondary 

deformation zones. For the primary deformation zone (location A), Figure 5.4a shows 

small DRX nuclei are formed sporadically along the grain boundary of the pre-existing 

grains. The process of recrystallization was initiated but was not completed. A bimodal 

distribution of grain size as shown in Figure 5.4h captures both the DRX nuclei and pre-

existing sheared grains. The peak near 50 nm corresponds to the small DRX nuclei. In the 

secondary deformation zone (location B), Figure 5.4b shows the process of 

recrystallization was completed and the whole domain were replaced by the recrystallized 

grains. The simulation results match well with the TEM micrograph as shown in Figure 

5.4e.  

The effect of cutting process temperature is further investigated by comparing the 

simulations in the secondary deformation zone under dry and wet cutting conditions. 

Under the wet cutting condition, an ultrafine grain structure was obtained as shown in 

Figure 5.4c, and the whole domain was occupied with submicron recrystallized grains. 

Under the dry cutting condition, grains were relatively larger (greater than 1 μm) and 

have undergone a more significant thermally driven grain growth process, i.e., grain 
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coarsening. These results are mainly caused by the different temperature loadings from 

the two cutting conditions.    

 

Figure 5.4 The (a-c) predicted microstructures, (d-f) TEM micrographs, and histograms 

of the measured and (h-j) predicted grain size distributions from the three CA simulations 

for the bottom of the shear zone in dry cutting, chip surface layer in dry cutting, and chip 

surface layer with cutting fluid. Experimental measured data and TEM graphs are 

adopted from Ni et al. [26]. 

 

The temperature histories in the secondary deformation zone were simulated as 

shown in Figure 5.5a for the two cutting conditions. During dry cutting, the work 

material temperature reached to 248 °C (0.56Tm) by the end of cutting process. Then, it 

maintains a high temperature greater than 0.5Tm for additional 2 s during the cooling 

process. In comparison, under the wet cutting condition, the work material temperature 

was much lower and never exceeded 0.5Tm, due to a combined effect of cooling and 

lubrication of the cutting fluid. It has been extensively reported that the thermally driven 
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grain growth is more significant when temperature is above 0.5-0.6Tm [234]. Under the 

dry cutting condition, the work material in the secondary deformation zone underwent a 

more significant grain coarsening after the completion of recrystallization. In addition, 

the simulated evolutions of volume fraction of the recrystallized grains were significantly 

different under the two cutting conditions as shown in Figure 5.5b. During dry cutting, it 

took about 0.3 s to complete the recrystallization process, whereas it took about 0.6 s 

under the wet cutting condition.  

In this study, the simulation results also show that recrystallization process is 

initiated as the work material passes through the primary deformation zone to the chip, 

and requires an additional time duration to complete. As shown in Figure 5.5b, as 

material passes to the secondary deformation zone after 1 ms, the volume fraction of 

recrystallized grains XRX was only about 3% and 1% for dry and wet cutting conditions, 

respectively. Then, the recrystallization process continued and eventually formed the 

final microstructure inside the chip after the cutting process. Hence, the CA simulations 

quantitatively revealed that the discontinuous dynamic recrystallization process usually 

cannot be completed by the end of the rapid cutting process. A similar conclusion was 

also reported by McQueen [189], who noted nuclei formed just before the cessation of 

deformation can lead to rapid recrystallization as no incubation is required.  

Notably, it was the first time to analyze the complete recrystalliztion even as the 

plastic deformation process stops. To the author’s best knowledge, this phenomenon has 

not been captured or even considered in any previous modeling work for SPD 

manufacturing processes. 
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Figure 5.5 Effect of coolant on microstructure evolution: (a) temperature history 

simulated by the FE model in the chip surface layer over both cutting and cooling stages; 

(b) XRX history simulated by the CA model in the chip surface layer simulated over both 

cutting and cooling stages. 

 

5.4 Case Study II: Ultrasonic Welding of Copper 

The numerical framework developed in Chapter 2 provided a computationally 

cost-effective approach to predict the final bulk material microstructures based on 

empirical dynamic recrystallization kinetics. However, this model is unable to capture 

either the material dynamic response under 20-kHz ultrasonic vibrations or non-

equilibrium dislocation dynamics during the ultrasonic welding process. For the second 

case study of ultrasonic welding, a high-fidelity ultrasonic welding model was developed 

in ABAQUS/Explicit for the first time to simulate dynamic material response under the 
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actual process loading, namely, 20-kHz in-plane horn vibration and a constant vertical 

clamping force. Using these dynamic responses, a 2D CA model was for the first time 

developed to model microstructure evolution during ultrasonic welding of copper. The 

effects of welding duration were mainly evaluated on the microstructure evolution within 

the bulk material. 

 

5.4.1 High-Fidelity FE Simulation of Ultrasonic Welding 

A high-fidelity FE modeling approach was developed using ABAQUS/Explicit to 

simulate dynamic material response under the 20-kHz horn vibration during ultrasonic 

welding, and capture its effects on the bulk material microstructure evolution. The 

dynamic welding force response and vibrational behaviors of anvil and coupons can be 

directly simulated in this model.  

Figure 5.6 shows the model configuration of the 3D ABAQUS/Explicit model. 

The high-frequency process loading condition was directly modeled by applying a 20 

kHz in-plane vibration with 30 µm amplitude to the horn. A constant clamping force, 

equivalent to a clamping pressure ranged from 40 psi to 60 psi, was applied to the horn 

along the vertical during the whole welding duration. Stapla Gen-1 knurl pattern 

geometry and fine diamond anvil pattern were applied in this FE process model. The 

anvil was modeled as rigid, and all degrees of freedom (DoFs) were constrained on its 

bottom surface. The thickness of tab and bus work materials were 0.2 mm and 0.9 mm, 

respectively, and they were modeled as 30×30 mm2 in area. The material constitutive 

model introduced in Section 2.4 was applied in this high-fidelity FE model, which 

considers the material response under high-frequency cyclic loading, thermal softening, 
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and acoustic softening. Cai et al. [235] conducted systematic experimental measurements 

of friction coefficient between battery tabs and coupons, and evaluated the effects of 

surface conditions, sliding frequency, and normal load on the friction coefficient using a 

reciprocating sliding apparatus. In this study, the friction coefficient between the horn 

and tab was determined to be 0.8, and the friction coefficient between the tab and bus was 

1.2 adapted from Cai et al. [235]. 

 

Figure 5.6 3D ABAQUS/Explicit model configuration for ultrasonic welding. 

 

Unrealistic large equivalent plastic strains (PEEQ) are usually simulated in the 

ABAQUS/Explicit simulations for ultrasonic welding. For instance, Siddiq and 

Ghassemieh [151,152] presented an extremely large PEEQ simulation value of 80 for an 

ultrasonic consolidation process with a horn vibration amplitude of only 8.4 µm. PEEQ is 

the accumulation of increments calculated by the equivalent plastic strain rate, 𝜀̅̇𝑝𝑙 

(scalar, always positive), and time increment, which is given by [236]: 

𝑃𝐸𝐸𝑄 = 𝜀0̅
𝑝𝑙 + ∫ 𝜀̅̇𝑝𝑙𝑑𝑡

𝑡

0
, 𝑤ℎ𝑒𝑟𝑒 𝜀 ̅̇𝑝𝑙 = √

2

3
𝜺̇𝑝𝑙: 𝜺̇𝑝𝑙    (5-13) 

Fclamping
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PEEQ is the time integral of a nonnegative quantity, and its value at a certain material 

point can only increase even when a high-speed vibration is applied bi-directionally. 

Multiple ABAQUS simulations were performed to simulate PEEQ using various material 

hardening rules, such as linear kinematic hardening model and non-linear combined 

isotropic/kinematic hardening model with cyclic hardening rules. Artificially high values 

of PEEQ, e.g., over 50, were obtained from all these simulations. Therefore, in this study, 

it is concluded that it is not correct to use PEEQ to describe the equivalent plastic strain 

by the ultrasonic welding process.  

To correctly account for the magnitude of equivalent plastic strain during 

ultrasonic welding, a new state variable, plastic strain magnitude, was developed in 

ABAQUS/Explicit by adopting an ABAQUS/Standard state variable. The plastic strain 

magnitude, PEmag, is calculated based on the plastic strain components and given by:  

𝑃𝐸𝑚𝑎𝑔 = √
2

3
𝜺𝑝𝑙: 𝜺𝑝𝑙       (5-14) 

A user subroutine VUSDFLD was developed to output the plastic strain magnitude and 

calculate the PEmag in the simulation. Another user subroutine of VUHARD was also 

developed for material constitutive model to calculate the flow stress using PEmag from 

VUSDFLD rather than PEEQ. In this way, correct equivalent plastic strain distribution 

can be obtained from simulations, and strain was correctly accounted in the constitutive 

model. 

Figure 5.7 shows the simulation contours of Von Mises stress, temperature, 

displacement and equivalent plastic strain distribution in the tab after 0.2 s welding. The 

large deformation due to the tool knurl pattern can be clearly seen in the welding zone, 
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where bulges can be seen at the area between two adjacent knurl tip imprints along both 

the X- and Y-direction.  

 

Figure 5.7 3D FE simulation contours: (a) Von Mises stress in MPa; (b) temperature in 

°C; (c) displacement in mm; (d) equivalent plastic strain (PEmag). 

 

In addition, the 3D ABAQUS/Explicit model can simulate the real-time 

deformation, frictional heat generation and dynamic welding force behaviors under the 

20-kHz horn vibration. This model can be also used to predict the coupon slippage and 

anvil vibration in all directions by using proper boundary conditions.  

The dynamic welding force under the 20-kHz in-plane horn vibration can be well 

captured by this high-fidelity process model. Figure 5.8 shows the dynamic force 

histories in the vertical (out-of-plane) direction obtained from the simulation for different 

time durations. To avoid an extremely large ABAQUS output file, a low output rate, e.g., 

a. b.

c. d.
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6 frames/100 cycles, was usually applied over the ultrasonic welding simulation. 

However, as shown in Figure 5.8a, the low frequency cannot properly capture the 

dynamic trends under the high frequency loading, and caused aliasing in dynamic force 

output. To properly capture the high-frequency dynamic force responses under the 20-

kHz vibration, a high output rate must be applied, e.g., 200 kHz (10 frames per cycle). 

Due to the limitation on the output file size, the high-frequency dynamic force responses 

were captured over a short period of time, e.g., 5 ms, in the middle of a simulation. This 

was achieved by pausing a simulation with low output rate at a certain time frame, then 

restarting the simulation with a high output rate for 5 ms. Figure 5.8b-e show the high-

frequency dynamic force responses captured with a 200-kHz output rate over 0.100-0.105 

s, 0.200-0.205 s, 0.300-0.305 s, and 0.400-0.405 s, respectively.  
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Figure 5.8 The simulated dynamic welding force histories under 20 kHz horn vibration in 

a 3D ABAQUS simulation: (a) the simulated welding force history over 0.4 s with a low 

output rate of 6 frames/100 cycles; the simulated welding force history over a short 

duration of 5 ms with a high output rate of 10 frames/cycles during (b) 0.100-0.105 s, (c) 

0.200-0.205 s, (d) 0.300-0.305 s, and (e) 0.400-0.405 s. 

 

Fast Fourier Transform (FFT) analysis was carried out to analyze the dynamic 

welding force in frequency domain. As shown in Figure 5.9a, a high peak was observed 

at 20 kHz, corresponding to the 20-kHz ultrasonic horn vibration loading, while the other 

minor peaks corresponded to its high-frequency variants. These analysis results indicate 
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the high-fidelity FE process model can correctly capture the dynamic tool-material 

interactions under ultrasonic loading.  

In this study, the dynamic welding force prediction was for the first time 

compared with the experimental force measurements in the vertical (out-of-plane) 

direction, which was obtained using Kistler® SlimLine dynamometer [237]. The 

predicted average force magnitude agreed very well with the experimental measured 

force data as shown in Figure 5.9b. The predicted welding force oscillated around 1500 N 

with an amplitude of about 150 N to 300 N over different time durations as shown in 

Figure 5.8b-d. The simulated force oscillation amplitudes were much smaller than those 

experimentally obtained in Figure 5.9b, which was about 1000 N (oscillating between 

500 N and 2500 N). This discrepancy was mainly attributed to the effect of a reduced 

system stiffness by introducing the dynamometer between the anvil and back plate. The 

reduced system stiffness not only generated a high-amplitude force oscillation, but also 

drastically increased the horn vibration amplitude in the out-of-plane direction. Due to 

the limitation of current experimental approach, it is extremely difficult to capture the 

high-frequency dynamic welding force history without significantly compromising the 

system stiffness. Using a laser vibrometer dynamic displacement measurement, Wu et al. 

[237] found the out-of-plane horn vibration amplitude increased from a few microns 

under the normal working condition to 0.6 mm under the system with the dynamometer 

inserted. Therefore, during a normal working condition, the ultrasonic welding system 

has a high stiffness, and is expected to have a much less force oscillation. Based on these 

experimental analysis, the high-fidelity ABAQUS model developed in this study has been 

proven to be a useful numerical tool, which can capture the high-frequency dynamic 
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welding force behavior by predicting the frequency, mean value, and amplitude of the 

force oscillation during the process.  

 
Figure 5.9 The frequency analysis of simulated dynamic welding force under 20 kHz 

horn vibration: (a) the FFT results over 0.100-0.105 s; (b) the experimental measured 

dynamic welding force during UW.  

 

The high-fidelity 3D ABAQUS/Explicit model can provide the dynamic 

thermomechanical loadings for a short welding duration of 0.2 sec. To simulate the 

loading histories over a long welding duration, e.g., about 1 s, the DEFORM-based 

computationally cost-effective model as developed in Section 2.5 can be integrated with 

the high-fidelity ABAQUS model to provide an analysis of thermal and deformation 

histories over the whole welding process. The input loadings for DEFORM are: (1) 

equivalent horn Z-displacement history from ABAQUS; (2) 50 Hz in-plane (Y-direction) 

horn vibration; and (3) equivalent heat fluxes from ABAQUS. To compensate the high-

frequency vibration for this low frequency model, the flow stress model was modified to 

a. b.
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account for the high strain rate due to the 20kHz vibration. In addition, heat generation 

term is applied to compensate the frictional heat generation under 20kHz vibration.  

 

5.4.2 CA Simulation Results and Discussion 

The discontinuous dynamic recrystallization process at the center of the weld 

zone, as shown in Figure 2.1, was simulated using CA for the ultrasonic welding process 

of copper. Three welding durations were applied during the simulations, namely, 0.6 s, 

0.8 s, and 1.0 s. All the simulation conditions are listed in Table 5.1 The simulation 

domain was 160×160 µm2, and the CA cell size was 0.4 µm. The thermomechanical 

loading histories over both the welding and cooling stages were extracted at the specific 

location from the corresponding FE simulations. All the CA model parameters are given 

in Table 5.5, and the material physical properties are given in Table 5.6.  

 

Table 5.4 CA simulations for the ultrasonic welding of Cu. 

No. 
Welding duration 

(s) 

Cooling stage 

(s) 

Time increment 

(s) 

Simulation domain 

(μm2) 

LCA 

(µm) 

B1 1.0 4 0.005 160×160 0.4 

B2 0.8 4 0.005 160×160 0.4 

B3 0.6 4 0.005 160×160 0.4 

 

Table 5.5 Model parameters for microstructure evolution model of Cu [35]. 

𝜶∗ 𝜷∗ ko 𝜸̇𝒐 𝒇𝒐 𝒇∞ MT 𝜸̃𝒓 Kd c1 c2 

0.04 0.01 9.0–10.2 200 0.25 0.077 3.06 3.2 10 5  2.5e24 
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Table 5.6 Material physical properties of Cu [231,233]. 

E 

(GPa) 

G 

(GPa) 
ν 

b 

(nm) 

ρ 

(kg/m3) 

Tm 

(°C) 

α (10-

6/°C) 

kc 

(W/m·°C) 

cp 

(J/kg·°C) 

Qact 

(kJ/mol) 

Qb 

(kJ/mol) 

δDob 

(m3/s) 

116 48 0.34 0.256 8960 1083 16.6 400 385 261 104 5e-15 

 

The microstructure evolution was captured by the histories of the simulated 

evolution of the grain structure and dislocation density. Figure 5.10 shows the simulated 

dDRX microstructure evolution during ultrasonic welding of 1 s welding duration and 4 s 

cooling stage. As shown in Figure 5.10a, nuclei started to form sporadically at high-angle 

grain boundaries after 0.3 s welding with a significantly accumulated strain. This 

simulation result of dDRX initiation agreed well with the experimental observations as 

discussed in Section 2.1. Recrystallized grains can be seen in the work material after 0.4 s 

ultrasonic welding, while no sign of DRX nucleation can be observed within the 

microstructure processed by 0.2 s ultrasonic welding. The CA simulation confirms that 

dDRX initiation occurred at around 0.3 s ultrasonic welding. With the increase of 

welding time and accumulated deformation strain, these nuclei underwent a rapid grain 

growth and started to replace the original grain structure, as shown in Figure 5.10b. In 

addition, more nuclei continuously form at high-angle grain boundaries of the original 

and recrystallized structures. These nuclei provide additional sites for grain growth and 

significantly accelerated the recrystallization process, as shown in Figure 5.10c. As a 

result, the recrystallized structure almost replaced the whole initial structure by the end of 

welding process, i.e., t = 1.0 s.  

Nucleation of recrystallization stopped as the welding loading was released at the 

end of the process; however, the recrystallization process continued during the cooling 
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stage. The accumulated thermal and mechanical energies provided the driving force for 

grain growth during this stage as shown in Figure 5.10d-e. It can be seen in Figure 5.10d 

that the original structure had been completely replaced by the recrystallized grains by 

0.5 s cooling time. Finally, significantly grown grains were simulated (Figure 5.10e) as 

the driving force of grain growth gradually became zero. The simulated grain structure 

and size are in a good agreement with the optical micrograph of final microstructure as 

shown in Figure 5.10f. 
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Figure 5.10 CA simulated grain structure evolution for welding duration of 1.0 s over 

both welding duration and cooling stage: (a) 0.3 s; (b) 0.6 s; (c)1.0 s; (d) 1.5 s; (e) 4.0 s; 

(f) experimental micrograph of final microstructure. 

t = 0.300 s, onset of DRX

40 µm

t = 1.0 s, end of welding

t = 4.0 s, final structure

t = 0.6 s, during welding

t = 1.5 s, during cooling

a. b. 

c. d. 

e. 
Experimental micrograph
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The driving force for microstructure evolution was examined using the simulation 

of dislocation density evolution as shown in Figure 5.11. In Figure 5.11a, sporadic dark 

areas with a low dislocation density started to form, while a uniform high-dislocation 

density distribution at the rest the simulation domain due to the accumulation of 

mechanical strains. These dark sports corresponded to the newly formed nuclei as shown 

in Figure 5.10a. As welding time increased to 0.6 s with further accumulation of plastic 

deformation, these dark areas for nuclei continued to grow with dislocation density 

increased to an intermediate level as shown in Figure 5.11b. By the end of welding 

process, addition recrystallization nuclei started to form at the boundaries of previously 

recrystallized and initial grains as shown in Figure 5.11c. The simulation shows that 

significant dislocation density gradients still exists at most grain boundaries by the end of 

welding process, which provides the driving force for grain growth during the cooling 

stage. Figure 5.11d shows the dislocation density distribution subjected to thermally 

driven grain growth during the cooling stage. Since the dislocation accumulation stops at 

the end of welding process, dislocation density gradients start to diminish over the whole 

simulation domain. Figure 5.11e shows the final dislocation density distribution, which 

was uniform over most area of the simulation domain.  
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Figure 5.11 Simulated evolution of dislocation density for Case A1 by CA over both 

welding duration and cooling stage: (a) 0.3 s; (b) 0.6 s; (c)1.0 s; (d) 1.5 s; (e) 4.0 s.  

 

Quantitative assessment of CA simulation results was performed for different 

welding durations of 0.6 s, 0.8 s, and 1.0 s, in terms of volume fraction of recrystallized 

grains, dislocation density, and grain size. Figure 5.12a shows the histories of volume 

t = 0.300 s, onset of DRX

t = 1.0 s, end of welding

t = 4.0 s, final structure

a. 

c. 

e. 

t = 0.6 s, during weldingb. 

t = 1.5 s, during coolingd. 
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fraction of recrystallized grains XRX for the three welding durations. At the end of welding 

process, XRX stopped at 0.25, 0.67, and 0.93, for welding durations of 0.6 s, 0.8 s, and 1 s, 

respectively. Hence, the recrystallization process cannot be completed during the welding 

stage. During the cooling stage, XRX stopped at 0.77 for the welding duration of 0.6 s, 

whereas it reached 1.0 for both welding durations of 0.8 s and 1.0 s. This indicated that 

the initial microstructure was completely replaced by the recrystallized grains for the 

welding durations of 0.8 s and 1.0 s, whereas the recrystallization process stopped before 

the recrystallized structure completely replaced the initial structure for welding duration 

of 0.6 s. Although XRX reached 1.0 for welding durations of 0.8 s and 1.0 s, grain growth 

continued during the cooling stage, which can be captured by the evolution of average 

total dislocation density (Figure 5.12b) and average grain size (Figure 5.12c). 

Figure 5.12b shows the history of the average total dislocation density over the 

simulation domain. For all conditions, the dislocation density started to increase with 

plastic deformation until about 0.3 s, where a plateau can be observed along the history 

profile of average dislocation density for all three welding durations. This plateau 

corresponds to the dDRX initiation occurred at around 0.3 s ultrasonic welding. The stall 

of dislocation density is attributed to significant reduction of work hardening rate induced 

by dDRX, which greatly decrease the dislocation accumulation rate subjected to plastic 

deformation as discussed in Section 1.3. As more plastic strain accumulated, the 

dislocation density started to increase again until the end of welding stage. During this 

period, dislocations were rapidly accumulated in the recrystallized grains due to the 

plastic strain increase, and the dislocation densities in these grains increased rapidly to a 

level comparable to the surrounding grains. During the cooling stage, the average 
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dislocation density started to decrease due to thermally driven grain growth until a stable 

level was reached gradually. The slope change of the dislocation density profile can 

elucidate the decrease of the grain growth driving force during the cooling stage. A stable 

dislocation density was obtained, when the driving force decreased to zero. In all three 

conditions, the minimum dislocation density was obtained for 1 s welding duration, 

because the material was subjected to the longest recrystallization and grain growth 

process under this condition.  

Figure 5.12c shows the history of the average grain size over the whole simulation 

domain. For welding duration of 0.6 s, the grain growth process stopped soon after the 

welding stage. For welding durations of 0.8 s and 1.0 s, simulation results show that grain 

growth mainly occurred during the cooling stage. The final average grain size was 12.0 

µm, 20.7 µm, and 25.9 µm for the three welding durations of 0.6 s, 0.8 s, and 1.0 s, 

respectively. These final grain size values are in a good agreement with the experimental 

measurement presented in Figure 2.2. 

It can be found that these CA simulation results were highly related to process 

temperature history. Figure 5.12d shows the process temperature history in the welding 

zone over both welding and cooling stages obtained from FE simulations. Nucleation of 

dDRX started when the process temperature increased to about 0.4Tm. In addition, the 

thermally driven grain growth during the cooling stage was usually ceased when the 

temperature dropped to about 0.5Tm. This was also close to the observations in the 

existing experimental analysis. Hence, for welding duration of 0.6 s, the recrystallization 

process ceased early due to its lowest process temperature. In comparison, due to the 
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highest process temperature, recrystallization process stopped latest for 1 s welding 

duration with the coarsest final microstructure.  

 

Figure 5.12 CA simulated recrystallization progress histories of (a) volume fraction of the 

recrystallized domain, (b) mean dislocation density, and (c) average grain size in the weld 

zone of UW experiments using different welding durations compared with (d) the 

simulated weld zone temperature history under each condition. 

 

5.5 Summary 

A new dislocation density-based CA model was developed for the first time to 

simulate bulk material microstructure evolution during dDRX-dominated SPD processes 

under intermediate to high strain rates. The recrystallization processes occurring for two 

SPD processes, namely, orthogonal cutting of aluminium alloy 1100 and ultrasonic 

welding of copper, were successfully simulated using the CA method.   
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For the orthogonal cutting case study, microstructure changes in the primary and 

secondary deformation zones under dry or wet cutting conditions were evaluated. The 

microstructure evolution of bulk work material processed by orthogonal cutting followed 

by a thermomechanical relaxation stage was directly simulated using a CA method based 

on dislocation density evolution. The CA simulation results agreed with experimental 

results reported in literature very well. In this study, the CA simulations quantitatively 

revealed for the first time that the discontinuous dynamic recrystallization process usually 

cannot be completed by the end of the rapid cutting process. Based on experimental 

analysis and simulation results, for the fully recrystallized domain (e.g., the secondary 

deformation zone), temperature was found to be the primary factor in determining 

microstructure evolution. 

For the ultrasonic welding case study, a high-fidelity finite element model was 

developed for the first time to simulate dynamic material response under the 20-kHz in-

plane horn vibration and a constant vertical clamping force during ultrasonic welding. 

Using these dynamic responses, a direct simulation of the microstructure evolution inside 

the weld zone was performed using a CA method based on dislocation density evolution. 

As well as the grain structure evolution, the CA simulation also captured the dislocation 

density evolution in the grain structure, which provides the driving force for grain growth 

during both welding and cooling stages. The effects of welding duration on bulk material 

microstructure evolution were the primary focus of this analysis. Based on the 

experimental analysis and simulation results, temperature was found to be the major 

factor in determining the microstructure evolution regime for ultrasonic welding.  
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CHAPTER 6.  

CONCLUSIONS AND FUTURE WORK 

6.1 Conclusions 

A physics-based dislocation density-based numerical framework has been 

developed to simulate the microstructure evolution during SPD manufacturing processes 

for different materials, including copper, Mg alloys, hardened steels, and Al alloys. The 

simulation results demonstrate the developed model capability of capturing multiple 

microstructure evolution mechanisms under dynamic or high strain rates over a wide 

range of temperature during the SPD manufacturing processes, including ultrasonic 

welding, cryogenic machining, hard drilling, and orthogonal cutting. 

Under high temperature and intermediate dynamic strain rate conditions, a 

metallo-thermo-mechanically coupled 3D FE model has been, for the first time, 

successfully developed for ultrasonic spot welding to model both weld formation and 

microstructural evolution. The actual knurl pattern was modeled for the first time to 

simulate the large deformation in the weld zone during ultrasonic spot welding. A 

combined isotropic/kinematic hardening flow stress model with an acoustic softening 

term was implemented to predict material response under high-frequency ultrasonic 

vibration. Using a post-processing user routine, a kinetics model was implemented to 

predict the material microstructure evolution governed by DRX and grain growth. The 

simulated weld zone geometry agreed well with experiment results. The simulations 

demonstrated that process temperature during ultrasonic welding was highly dependent 

on the welding time duration. For a welding time duration longer than 0.8 sec, the weld 

material experienced three different stages of SPD, dynamic recrystallization, and grain 
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growth. Final distributions of grain size and consequential microhardness were predicted 

based on the thermomechanical solution fields and agreed well with the experimental 

measurements.  

Under low temperature and high strain rate conditions, a thorough literature 

review and experimental analysis were performed to elucidate the complicated 

microstructure evolution mechanism for UFG surface layer formation during cryogenic 

machining of Mg alloys for the first time. A 2D FE model was then developed in 

AdvantEdge™ to simulate the enhanced surface integrity of AZ31B Mg alloy by 

cryogenic machining in two cutting passes, in terms of nanocrystalline grain refinement, 

increased surface hardness, and compressive residual stress. Based on both slip and 

twinning mechanisms, a novel physics-based constitutive model has been developed and 

implemented as a user-defined subroutine to capture material response and grain 

refinement of AZ31B Mg alloy under cryogenic conditions. Quantitative assessments 

were carried out with simulated in-depth profiles for all the solution fields – temperature, 

plastic strain, dislocation density, grain size, UFG layer thickness, microhardness change, 

and residual stress distribution. Compared with the microstructure and texture below the 

machined surface before and after cryogenic machining, the FE model also accurately 

predicted the slip/twinning transition and twinning lamellas resolving in the topmost 

surface layer of about 20 μm in thickness.  

Under high temperature and high strain rate conditions, a thorough review was 

conducted on the surface nanocrystallization of hardened steels in machining and other 

SPD processes under various strain rates and process durations for the first time. It is 

concluded that the surface nanocrystallization and WEL formation of steels during the 
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machining process are governed by SPD-induced grain refinement accompanied by a 

strong dynamic recovery effect and thermally driven phase transformation. Dynamic 

recrystallization does not contribute to machined surface nanocrystallization or WEL 

formation. A new metallo-thermo-mechanically coupled grain refinement kinetics model 

based on the evolution of dislocation density was then developed to simulate both SPD-

induced grain refinement associated with a strong dynamic recovery effect and thermally 

driven DPT simultaneously during hard machining of steels. This new kinetics model 

was developed based on thermodynamic irreversibility in the work material during 

machining. This MTM coupled grain refinement model was implemented in an FE 

analysis for a drilling process of hardened AISI 1060 steel. The FE simulation results 

showed that this MTM coupled grain refinement model successfully captured the surface 

nanocrystallization and WEL formation of AISI 1060 steel during hard drilling. The 

analysis based on the thermodynamic irreversibility has the potential to yield a new 

theoretical approach in studying the physics of surface nanocrystallization during 

machining of steels. 

A new dislocation density-based CA model was developed for the first time to 

simulate bulk material microstructure evolution during two dDRX-dominated SPD 

processes, namely orthogonal cutting of AA 1100 and ultrasonic welding of Cu, under 

intermediate to high strain rates. For the orthogonal cutting case study, CA simulations 

for the first time quantitatively revealed that discontinuous dynamic recrystallization 

process usually cannot be completed by the end of the rapid cutting process. For the 

ultrasonic welding case study, a high-fidelity finite element model was developed for the 

first time to simulate dynamic material responses under the 20-kHz in-plane horn 
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vibration during ultrasonic welding. Using these dynamic responses, a direct simulation 

of microstructure evolution inside the weld zone was performed using a CA method 

based on dislocation density evolution. In addition to the grain structure evolution, the 

CA simulation also captured the dislocation density evolution in the grain structure, 

which constitutes the driving force for grain growth during both welding and cooling 

stages. In both case studies, experimental analysis and simulation results found 

temperature to be the major factor in determining the microstructure evolution. 

 

6.2 Recommendations for Future Work 

Possible avenues for future research with respect to both computational modeling 

and experimentation are proposed as follows: 

1. Microscopic phase-field models are needed to simulate solid-state phase 

transformation and nanocrystallization during hard machining of steels. These 

microscopic models can capture critical physics-based characterization of the 

metallurgical process, and can be integrated with the metallo-thermo-

mechanical coupled numerical framework developed in this dissertation.  

2. Discrete dislocation dynamics models are also needed to simulate exact 

positions and velocities of all dislocation segments subjected to SPD process 

loading conditions at each instant. Dislocation motion and multiplication in 

response to external loading, dislocation interactions (material strength) and 

the track topology evolution of dislocation networks (microstructure) can be 

simulated from these models. These modeling results can provide critical 
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information to the dislocation density evolution model developed from this 

study.  

3. Additional experimental and modeling work is needed to evaluate the effects 

of acoustic waves on dislocation accumulation at the microscopic level. 

Current state-of-the-art modeling approaches are predominantly empirical; a 

fundamental microscopic modeling effort can provide a physics-based 

evaluation of the acoustic softening effect. 
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